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A B S T R A C T  I 

T h e  e q u a tio n s  a n d  o th e r  in fo rmat ion  r e q u i r e d  fo r  ca lcu la t ion o f 
“bas ic” r a d a r  m a x i m u m  r a n g e  a r e  p r e s e n te d . T h e  te r m  “bas ic” h e r e  
r e fe rs  to  th e  r a n g e  fo r  s o m e w h a t idea l i zed  condi t ions,  a s s u m i n g  n o  
losses d u e  to  clutter o f o th e r  ta r g e ts, ra in,  s e a  r e tu r n , j a m m i n g , in ter-  
fe r e n c e , o r  a n o m a l o u s  p r o p a g a tio n  e ffects. Seve ra l  c o n v e n tio n s  fo r  a  
sta n d a r d i z e d  bas ic  r a n g e  ca lcu la t ion a r e  p r o p o s e d , re la t ing  to  such  fac-  

ii 

to rs  as  th e  system no ise  te m p e r a tu r e , a tmosphe r i c  a b s o r p tio n  loss, 
a tmosphe r i c  r e fract ion, r o u g h - s e a  r e flec t ion c o e fficie n t, a n d  “visibility 
factor” fo r  ca thode- ray - tube  displays.  A n  a tte m p t is m a d e  to  p rov ide  

i 

a  set o f sta n d a r d i z e d , u n a m b i g u o u s , a n d  m u tual ly  c o m p a tib l e  r a n g e -  
factor  d e fini t ions. A n  a p p e n d i x  p r e s e n ts a  work -shee t  fo r  r a n g e  cal-  
culat ion,  to g e th e r  wi th curves,  tab les,  a n d  auxi l iary  e q u a tio n s  n e e d e d  
fo r  e v a l u a tin g  s o m e  o f th e  r a n g e - e q u a tio n  q u a n tities. Th is  is P a r t 1  o f 
a  two-par t  r e p o r t, a n d  is i n t e n d e d  pr imar i ly  to  p rov ide  th e  bas ic  in for-  
m a tio n  n e e d e d  fo r  r a n g e  calculat ion.  P a r t 2 , to  b e  pub l i shed  later,  wil l  
t reat top ics  th a t a r e  i m p o r ta n t in  s o m e  b u t n o t al l  app l ica t ions  a n d  wil l  
p r e s e n t d e ta i l ed  der iva t ions o f s o m e  o f th e  propos i t ions  sta te d  wi thout  
p r o o f in  P a r t 1 . A d d i tio n a l  d e tai ls o n  s o m e  top ics  a r e  c o n ta i n e d  in  th r e e  
prev ious ly  pub l i shed  r e p o r ts, N R L  R e p o r ts 5 6 0 1 , 5 6 2 6 , a n d  5 6 6 8 . 

P R O B L E M  S T A T U S  

T h e  work  desc r i bed  in  th is  r e p o r t is p a r t o f a  c o n tin u i n g  project .  
Th is  is a n  in ter im r e p o r t. 

A U T H O R IZATIO N  

N R L  P r o b l e m  R 0 2 - 0 5  
Pro jects  R F  0 0 1 - 0 2 4 1 - 4 0 0 1  a n d  S F  0 0 1 - 0 2 0 2 - 6 0 6 6  

a n d  
N R L  P r o b l e m  R 0 2 - 0 6  

Pro jec t  S F  0 0 1 - 0 2 0 2 - 6 0 7 0  

Manuscr ip t  submi t ted N o v e m b e r  2, 1962.  



X Gl’ll)!~; TO BASIC PULSE-RADAR MAXIMUM-RANGE CALCULATION 

I’ARl’ 1 - EQUATIONS, DEFINITIONS, AND AIDS TO CALCULATION 

.P ,. i. : I In a Memorandum Report (1) published in November 1960, reference was made to a 
-,,‘rnore comprehensive report in preparation, on the subject of basic pulse-radar maximum 

range calculation. Subsequently, it was decided that some of the subtopics of this subject 
should be treated in separate reports, both to make the information available more quickly, 
and to avoid publishing a single report of excessive bulk. Three such subtopic reports 
have been published (2-4), on the subjects of atmospheric absorption loss, atmospheric 
refraction, and noise temperature calculation. (None of these reports are intended as 
general treatises on the subjects, but are attempts to provide the bases needed for radar 
range calculation.) Brief accounts of these matters have also been published in journals 

‘of the Institute of Radio Engineers (5-7). 
. A considerable demand for additional copies of the Memorandum Report led to a re- 
1 printing, in June 1961 (with a S-page addendum), and at the present time it is again out of 
print. Engineers of the Bureau of Ships have requested an additional quantity of this re- 
port, to be used as a guide for radar-system contractors. Instead of reprinting it again, 
however, it was decided to publish essentially the same material, with some minor revi- 
sions and additional material, as Part 1 of the “comprehensive” report. 

This report therefore is partly a reprinting of the “interim” memorandum report, 
but is now interim only in the sense that it does not contain full explanations of some mat- 
brS which will be more thoroughly treated in Part 2, along with some details of the range- 

, ‘calculation problem not treated.in Part 1. 

There has been some updating, compared to the Memorandum Report, in the areas 
Of noise-temperature calculation -and atmospheric absorption. Additional information has 
ken included on calculation of pattern-propagation factor, on radar cross section, blip/ 
scan ratio, cumulative probability of detection, noise jamming, and range-calculation 
@cnracy. The emphasis is on the essential information required for basic range cal- 
wtion. Part 2 will treat some less-fundamental topics (less fundamental only in the 
eme that they are not encountered in every range-calculation problem). It will discuss 
fn more detail the calculation of various losses that occur, and extension of the range- 

‘@aIatiOn technique to some special cases. 

Several “conventions” are proposed in the report. It is necessary to adopt conven- 
hns if Standardized range calculations of competing systems are to be compared, on a 
common basis. If the conventions do not exist, every engineer who attempts to calculate 
the range Of a radar’ faces a number of difficult decisions as to the environmental assump- 
km he should make, and different engineers will make them differently. Standardized 
rod unambiguous definitions of range-equation quantities are also needed formulated to 
kr mutually compatible. Otherwise the same physical effect may be incoirectly included 
fntw o or more different parts of the equation - for example, antenna dissipation losses, 
ah may be included in the definition of antenna gain or in transmission-line 10s~ but 
‘*ud not b 

. - e in both. Numerous other examples could be cited. 
:; 
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Care has been taken to preserve compatibility and avoid ambiguity. At the same m 
time it is realized that in an engineering approach to radar range calculation absolute 
rigor is not feasible, and numerous departures from it could be pointed out. However, 
these departures are of no consequence in the great majority of practical cases. 

Conventions are proposed for antenna noise temperature, atmospheric absorption 
losses, atmospheric refraction, the reflection coefficient of a rough sea, and “visibility 
factor” for cathode-ray-tube displays of the A-scope and PPI type. The conventions pro- 
posed are not completely arbitrary. They attempt to be representative of typical or aver- 
age conditions, or results encountered in practice. They are so devised that their use 
will always represent a condition that would be well within the range of variation that 
actually occurs in practical and ordinary experience. Yet, the entire convention may not 
represent a set of conditions which would simultaneously exist at any one time for all 
values of parameters involved (e.g., frequency, number of pulses integrated, elevation 
angle, etc.). But this is an acceptable aspect of conventions. 

The type of range calculation to which most of the material of this report applies is 
termed “basic” because, while it is a starting point for range calculations of more com- 
plete operational significance, it does not take into account many of the factors that are 
operationally important, such as “clutter” echoes, jamming signals, and various . 
fluctuating-signal factors, except in a rudimentary way. At the same time, the range 
calculated by the methods to be presented will have some operational significance. The 
probabilistic aspect of detection range is recognized, and the equations are written in 
terms of the range for 0.5 probability. This has acquired some status as a convention 
for comparative range calculation, partly because of its convenience from several points 
of view. The choice of a convenient basis for such comparison is justifiable, because any 
value adopted as a standard for system comparison is basically arbitrary. 

The full operational performance of the radar can only be described in terms of 
range vs probability curves. At present, such curves may be obtained, with reliability, 
only by experiment, and the additional information that they convey is related as much as 
to the characteristics of the target and possibly the propagation medium as to the radar 
itself. The primary emphasis here is on calculation of the range performance of the 
radar per se. This is not wholly possible, of course. The environment cannot be ignored. 
However, a “simple” and “standard” environment is assumed, one which is as realistic 
as possible without excessive complication. 

The report applies primarily to radars in the frequency range 100 to 10,000 MC. In 
particular, the antenna-noise-temperature and atmospheric-absorption-loss conventions 
are restricted to this range. At lower frequencies the extremely variable effect of the 
ionosphere, and at higher frequencies the effects of variation of atmospheric water-vapor’ 
content, preclude the establishment of acceptable conventions for these factors. How- 
ever, the basic calculation technique and much of the auxiliary material are applicable 
over a greater frequency range. (In fact, absorption-loss curves are given for frequen- 
cies well above 10,000 MC, but are not proposed as conventions because of the variability 
that will occur from place to place, day to day, and season to season.) 

A note on various meanings of the words “detect,” “detector,” and “detection” is 
desirable prior to some of the discussion contained in this report. There are two dis- 
tinct meanings and several shades of meaning of these terms. The two definite catego- 
ries of meaning of “detector” are: (a) the device that “demodulates” an rf or i-f signal 
(as exemplified by the “second detector” of a superheterodyne receiver, which is often 
simply a rectifkr) and (b) the “decision making” device that usually follows the demod- 
ulator. This may be an automatic threshold device, automatic processing equipment of 
more complicated nature, or the eye-brain combination of a human observer of a cathode- 
ray-tube display. Similar distinctions apply to the terms “detect” and “detection.” It 
will be assumed in most of the report that the meaning to be understood will be evident 
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, from the context. In some cases where confusion might otherwise result, the phrase 
‘: “detection-decision” will be used in place of detection alone when the second category of 

meaning applies. 

,’ * There is another distinction that may sometimes be important in operational anal- 
ysis of radar detection. A target may present a detectable echo and yet not be detected. 
Thus, in this type of analysis, detection is said to have occurred only when the presence 
of a target is realized and reported by a human being, as distinct from the fact that an 
echo signal of a certain strength has been received. The problem to which this report is 
addressed is to determine the range at which a detectable signal will be received from a 
target of known statistical cross- section value under standardized propagation conditions. 
This is of course only a first step in constructing a complete operational theory of radar 
performance, but it is a necessary step. 

The emphasis of the report is on calculation of the range of pulse radars, and espe- 
cially those whose antennas are not at a high elevation. Much of the material is useful, 

, however, for calculation of the range of other classes of radars.* 

.RANGE EQUATIONS 

The fundamental radar transmission equation is found in standard texts such as that 
0f Kerr (Ref. 8, p. 35, Eq. (28)), and is reproduced here in Kerr’s notation: 

_ = G2 X2 aF4 pr 

pt (41r)~R~ * 
0) 

The symbols have the following definitions: 
~ : 
_, P t - received- signal power 

P, - transmitted power 

G - antenna power gain (relative to an isotropic radiator) 

A - wavelength 
.;‘;,‘, 

‘.. . .:,. 0 - radar cross section of target 

. F - pattern-propagation factor; ratio of actual field strength, E, at target, to field 

“, ,, strength that would exist, E,, for a free-space propagation path of the same 
distance and direction .’ 1 

.- R - radar-to-target distance (range). 

Tbe quantities of this equation are to be expressed in any consistent set of units, e.g., 
-ttS and meters. Also, P,, P,, and G refer to power actually radiated by the antenna 
W received by the antenna aperture (ahead of any ohmic losses). 

, lUpe antenna is used for transmitting and receiving. 
It is assumed that the 

‘?I. :-.. 
.,:.:-‘T~. ,; s, “8, i, .-,,A ., 

cussion of the calculation of range on a more general basis, see J. J. Bussgang 
A Unified Analysis of Range Performance of CW, Pulse, and Pulse Doppler 

ar@” Proc. I.R.E. 47:1753 (Oct. 1959). _ 
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For practical calculation, it is more convenient to employ “m ixed” units, to speak of 
radar frequency rather than wavelength, and to define P, at least, and possibly P,, in 
terms of quantities measured at transm itter and receiver term inals rather than at the 
antenna aperture. In many .practical cases, different antennas are used for transm ission 
and reception. Also, it is more convenient and customary to deal with signal-to-noise 
ratio, S/N, than with absolute received power level, through the relationship 

S/N = PJP,, (2) 

where P, is the effective input noise power to the receiver, i.e., the output noise referred 
to some point in the predetection portion of the receiving system, at which the received 
signal is to be measured or calculated. One may then derive the following equation from  
Eq. (1) in a direct and simple manner: 

2 
t(kw& Gr oFt 

2 l/4 
Fr 

2 
’ f,, TN(S/N) B,,L 1 (3) 

The symbols in this equation are defined as follows: 

R- range of target from  radar, nautical m iles (ray-path distance) 

P t(kw) - transm itter output power, kilowatts (average power of cw radar, pulse 
power of pulse radar) 

Gt, G, - transm itter and receiver antenna directive power gains; power gain rela- 
tive to an isotrope with the same total radiated power 

u - radar cross section of target, square meters 

Ft* Fr - pattern-propagation factors for transm ission and reception; ratio of field 

f M C  

TN 

S/N 

strength (e.g., electric intensity, at the target for Ft, or at the receiving 
antenna for F,) to the value that would exist at the same range in free 
space, in the maximum gain direction of the antenna beam, but with the 
same absorption loss as in the actual case (see Ref. 8, pp. 34-41) 

radar frequency, megacycles 

system noise temperature, degrees Kelvin, representing total receiver out- 
put noise power referred to some point in the receiving system ahead of the 
selective circuits (receiver input term inals); the total noise is composed of 
antenna noise, transm ission-line thermal noise, and internal noise of the 
receiver 

ratio of signal power at reference point chosen for TN to noise power re- 
ferred to same point, k TNB;* the signal power is on a cw basis or a pulse 
basis, consistent with the basis used for P, 

*The noise power is k T,B, watts, where k is Boltzmann’s constant, 1.38 x 1O-23 watt- 
seconds per cycle-per-second, and B, is the receiving-system overall noise bandwidth, 
cycles per second. 
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-;(@g ‘&-&$. _ ,1 :-pey iL$>rr,a 2 , ~.rI.$2.> & “+&; .,. Bkc - receivsr predetection bandwidth, kilocycles; this is actually the noise band- 
‘. : “:$ ,; ~.(;i.. ,,, width, but in practice the half-power bandwidth is sufficiently accurate in 

“,j C’ most cases : :,+; $. ‘ _ 3: ” :.: ‘- : : i G L - power loss factor, expressing total system losses; it will usually be the 
T4 ; . product of numerous specific loss factors; power loss factor is here de- 
i “.,. ‘., 

fined as the ratio of power input to power output of the lossy element of the 
system; hence, L 2 1. 

_ .,.$‘Z  

If the range is desired in other units, the following numerical factors may be used in 
place of the factor 726.8: 

Range Units Numerical Factor Log10 

Statute m iles * 836.4 2.922 
/ , 

;‘. 2..: 2 .’ :q.’ “;,z’ . . 
Kilometers 1346 3.129 

‘,,., 
,_,:- Thousands of yards 1472 3.168 

..i 
:., ,- Thousands of feet 4416 3.645 

‘.‘~‘.’ This equation is not a “maximum range” equation in the usual sense. It expresses 
“,,;:the range at which a signal-to-noise power ratio of value S/N will appear at the receiver 
--fnput term inals when the target cross section is (T. 
‘. ?iChXtl pulses. 

For pulse radar, it applies to indi- 
: This equation is quite general, in that it applies to cw as well as pulse 
:,,Wdars. For “modulated carrier” systems it refers to the signal-to-noise ratio at an 
’ instant of time, delayed with respect to the instant that the transm itter power was P, by 

a time equal to ~R/c, where c is the velocity of electromagnetic propagation (strictly it 
‘:.:‘..b the average velocity over the actual propagation path). Or, if P is the average t&s- 

m itter power, then S/N refers to the average received signal-to-n&se ratio when the 
*e is R. 

1, > Caution is necessary in using this equation because of the lim ited significance of the 
;‘:%a~-to-noise ratio at the receiver input. In most applications it is the output signal- 
! .bnoiSe ratio that determ ines the success or failure of the recebtion. Theme” in 

the Power ratio S/N of Eq. (2) is the output noise power, referred to the input- but the ;‘ifl %al” 
” @eadilY 

is the receiver input signal power, which is the quantity that is usually knbwn or 
:. Calculable. 

: , 
TO write the equation in terms of output signal-to-noise ratio, (S/N) it is neces- 

..‘w to know the effect of the receiver passband on the signal power (froit;he pure 
2;;. ,,fi& er-theory point of view, apart from  any amplification that occurs). This is a problem 
.!,T.bt requires consideration of the signal waveform the filter transfer characteristic and 

h nature of the use to be made of the 
:fpe intelligence-extracting process. 

output of thi receiver, i.e., the characteristic; Of 
..+;; .: 

. NorthTThe Absolute S  ensitivity of Radio Receivers, RCA Review, Jan. 1942, p. 
crcin defined, the noise bandwidth is 

1 - 
B* = c J G(f) df , o 0 

%  is the receiver power gain at thenominal radar frequency and c(f) is the power 

frequency f. “Predetection” bandwidthmeans the overall bandwidthof the receiv- 
tem, including the antenna, up to the detector (demodulator). It is assumed that 
tdetection (video) bandwidth is equal to at least half the predetection bandwidth. 
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From these considerations it is in general (or in principle) possible to determine a r(z 
value of (S/N) out that is required for successful operation, and to express it in terms of 
a required value of S/N, the input signal-to-noise ratio. This expression may (or gener- 
ally will) contain a factor accounting for the effect of the receiver tuned circuits on the 
required value. Equation (3) simply assumes that this required value is known, by sepa- 
rate analysis of the problem, and is thus available to “plug in” to the equation. 

As written, Eq. (3) applies to “monostatic” radars (transmitter and receiver at ap- 
proximately the same location). Only a minor change is required to make it apply to 
bistatic radars: the range R is replaced by a, where R, is the distance from trans- 
mitter to target and R, the distance from target to receiver; and the monostatic radar 
cross section, c (or c,,,) is replaced by ub, the bistatic radar cross section of the target. 

Equations will now be shown in which the “required value” of S/N is expressed in 
terms of quantities specifically adapted to pulse radar. 

Pulse-Radar Equation for Cathode-Ray-Tube Displays 

The foregoing equation can be modified to give a “maximum” detection range for the 
case of a human observer and a cathode-ray-tube display of signals and noise, taking 
into account (implicitly) the effect of integration of a train of received pulses (an effect 
that automatically occurs due to the characteristics of the human eye and brain, as well 
as persistence of the cathode-ray-tube phosphor). 

The following equation is a modification of the one presented by Norton and Omberg 
(9). It is here written for a specific probability of detection, or, in the case of a scanning 
radar, blip/scan ratio: 

RSO = 129.2 
t(kw) rpsec ‘t Gr ‘T5O (sq m) Ft2 (4) 

f!dc N *TV o(50)‘BL 

The quantities that differ from those of the preceding equation are: 

R50 - range, nautical miles, for 0.5 probability of detection, or 0.5 blip/scan 
ratio in the case of a scanning radar 

7 psec -* radar pulse length, microseconds; ordinarily, the pulse duration between 
half-power points 

a50( sq m) - the median value of the target cross section, square meters 

V 
o(50) 

- “visibility factor” for 0.5 probability of detection, optimum bandwidth; 
ratio of minimum detectable pulse energy (watt-seconds) at the receiver 
input terminals to noise power per unit bandwidth (watts per cycle-per- 
second) referred to the same terminals; also, ratio of minimum detect- 
able signal power to noise power in a bandwidth equal to the reciprocal 
of the pulse length* (see Figs. I and 2) 

‘B - bandwidth correction factor, equal to one when the bandwidth is optimum, 
otherwise greater than one (see Fig. 3). 

*That these two definitions are equivalent is shown later, by Eq. (7). The first form of 
definition is the one used originally by Norton and Omberg (9). The second form is used 
by Lawson and Uhlenbeck (10). Though it is not there called visibility factor, the curves 
of Figs. 1 and 2 are based on data published in Refs. 10 and 11. 



I 

a A., 
,-s 

‘5 f , 
:,. .<. 

:c 

;i 
ii m  
E 
0  
E 
5  
2  
z 
i 
m  

NAVAL RESEARCH LABORATORY 

a+.-. _’ .i’-. .._. .... .-. -. ._-. -_ -. .-:“.:‘.... .-. _“.-.,-. T. :- .. .-. .. 
:j ” 

. _. : 
_. :: ._.: ... ...... : ... .:. .: .. : 

sj . . . . . :.: .i.. .-.: .:_ : ._. .1. : .._ .__ ._L_ ..~ _... :__.j ._j _: _. :.:::. : 
:  :  : . .  :  

.  .  :  :  
:  ; _’ ..:.. :: j : :.. i, ;  : . . .  :  

. :  

2;. .-1. - ..-. _:_ _‘:._: -: .-...-_ ._._ ~._ : .._ 
jr. 

-_. +.. : -. : .._ : . . __ I.... 

:,, ; __,.; ,,,j, ,j 1:;: :_j::,:.,;:. ;-, ; j_ ;:::.:;;.:; :.::: :I;‘::.;,;:: j.. ‘i,_ 

20 30 40 50 70 100 200 300 500 

PULSE REPETITION FREQUENCY (PULSES PER SECOND) 

7 

Fig. 1 - Visibility factor V,c50),,,, for type-A cathode-ray-tube 
display; based on Figs. 8.2 and 8.23 of Ref. 10, or Figs. 1 and 4 
of Ref. 11. The values given in Fig, 8.23 for B-r 2 1.2 have been 
adjusted to 0.5 probability in accordance with Fig. 8.2. 

If the range is desired in other units, the following numerical factors may be  used in 
Place of the factor 129.2: 

Range Units Numerical Factor 

Statute m iles 148.7 

Log10 

2.172 

Kilometers 239.3 2.379 

Thousands of yards 261.7 2.418 

Thousands of feet 785.0 2.895 

The  product P The product P t7 appear ing in Eq. (4) will be  recognized as the transmitter output t7 appear ing in Eq. (4) will be  recognized as the transmitter output 
g*ienergy. In the Norton-Omberg equation this was condensed to a  single symbol, Et, g*ienergy. In the Norton-Omberg equation this was condensed to a  single symbol, Et, 

e  separate symbols are used here because radar system parameters are custom- e separate symbols are used here because radar system parameters are custom- 
% ’ specified in this form. % ’ specified in this form. 

The  Pulse energy appears in the visibility-factor definition, al though the definition 
m  also be  stated in power terms. Either is equally correct, and  for some Purposes the 
Ooarer representation is more convenient. The  energy formulation iS PartidarlY US&d 
brada 
-ai 

rs O f the so-called “chirp” or pulse-compression type, where some amb iguity of 
On  of Pulse power and  pulse -length could arise. 

Ooaer  and  Pulse 
However, for such radars the pulse 

.’ -Point. 
length may be  used if care is taken to avoid inconsistency from the energy 



8 NAVAL RESEARCH LABORATORY 

16 

15 

14 

.- .- -- ..-. -- ..--. _.__ 
.: 

.-. 

: ,: ,. / 
- : - ..- 

: : “7. 
--. :___ 

.,‘.’ : 

.- ..-r . ..-- 

‘. :..; 
.::. 

._. . j ..- : _:-: : 
j .: I..: 

_. .,. I 
.: 

‘-.: “’ _ _ _ v,: 
-. .’ ..-.. 

: . ,. .i:: 

--i 
,.. 

: 
- / . 

.: : :.:: 
_. ..-. ..l -... .:-.. . . .._.. / .- : ..--. -- . - .__ ,_ : .: 

- ..-+: 

13 

ii 

.::.. :. ./. 
: :: 

.i ._/ 
: 

:__ :. -... -. ‘._- ‘: 

/ : .I, :,, : 1.: “y 

“.I, “’ 
.z..’ .._. :..: 

: .~. .“:-:, 
.._: 

” ,,..I ,:.” ; ._.:. i, 
. . __A .; 1. __. 

j i ,;; ,, : .-:: 
. ..;. _... _. _. :.:-i’.:i 

::,..,: ;;-j 

11 

1c 

9 

8 

: : :_ 

s\' 

_.,. .._.. .i . . . . . . . . . ..:. : -.I ; 
: j; 

.- : .:. __.. _.___.. :. __' . . 
..:~ ..: : : 'j ,, ._.: i I. : 

_._. :... I__ _ L-j 
._' : .: j, ;:,.:j 

'r '. -.. .: . . . ...' /__.. 
._:.. 

.._ '.. .___.. /. . . . . _I ,,: .: 1..,,.-: : : : 'I':: 
.: .e 

;.. __,,,:.__ i '...x..- : : / . . . . . :; .: ': : ; ._: ii.i_" 
““‘: :  .‘- ” :  -.’ - ..- .-.. .- 

: 
i’, : ,  . : .  

:  I’y..-7,: 
.’ : I  

-" :-' .._ ._L . .__._. :. 
: :. 

..-.. ._ . . ..I .L.., .l-." .._.... : _.,. .___' 

: : 

: .-~. ._.. ,. ,_ ,, I .:;:.;:; 
: 

: :. j .., ._-. __ ._. ,,_.,. -.: : ,'.i 

"' :: " : 
'.i ,. .: : 

.:..1_..,.; .'I 
./; 

:-. ._,:_., ~ 

.i i. .1. -. ._.._: 
: : ". .I,. i: :,,. 

_._z... ._2:_: .__ ..I, ':- 1,. / ".::! .- a : : :! : _' 
:. : : . : 

1 ..'* ,' 1 .,.-.-.. I:. : " :,' '. "' :' '. : 

7 
E 
ii 6 
m 

s 5 
0 

8 
4 

L 
E! 

3 

: 2 
? 
z 1 
iz 

5 c 

: .-.. - . ..__. ..- : ..___. l... .-_:: ._-: _.. _._. : _ 
.: ;. ,: 

1: 

::. :. . . . . j:: 
--. ._: 

.I. .‘. : 
__: ._, i .“. 

::._. ‘-.- ._I y: ..__... .: 
,:, ” :.. ‘: .: : .: 

. . _._.._.. .‘.-.y ._.. : :__ ;_ .._ :.:.i __ : ._. _. 1ij 
: : 

,: 
.‘.“” : “‘. : . ..i . . . . . . ‘,__ : j 

.‘\.I:: : / 

‘,. ., : _: :. : 1. 

..:.. ._: .-.: .._ :z .._ - .&.-.; : :-. i !-.-‘. ‘. __: :‘:.’ : 
: ” .“’ : 

I “‘E 
___.. : ..- ..: :..-, :.._... .-. __ ..: : : 

:’ 1..: :, i., / .:.. -’ “’ _-I ! 

._.. _:.__ :__ :.--I’. ____._ “‘I: 
:..: ..: . . . . .: 

..“. 

,. __,.I 
: : 

‘,, .;..:.: 

.-. ..- __: _. . i .-....: :i :._.:. .1. _. :__. i....-:L 
._: .: : : “” 

I... 
: ..::: ..:... .:. :.: 1.::: ‘.. j, :: : 1 

.L.. ..-- I ..-.. _--: 2 ____ 
: 

..- 
: . ..:I 

,._._’ ..-.. . .__: ,.__. _ __ 
: ,,/ : 

._. _._ ,_, i 1: 
../ ..... ::.o, ... 

.- ...... _._. .... 
;-’ ..;. : .. i: .... i.; .. ..... : ,,;:.; 

.. .I 
“.’ :  

_._C\ . - ._. : 

: \ .:: 

_.: : _ .- :_____ ::. - ._.L 
/.:.‘-’ 

-- _.. 

; 

._.. :_. _ _ 

,:.; 
._ : ” : :... ,, ,_ 

.:...A. :.... :. .._. -I :: __.. : 
:. .I ,‘.I. ” / j ~ _._. :.; 

-.. ..-.. ._........ -. 
.: : : : : 

,’ ._: ,___ .1.. 
: 1 

i .:-:7’;_” 
._. ‘._:, 1’1 

‘. 
- - 

: :; :. .:.. ._. 
-: 

.: 
:.q i’:i.. 

_:....’ . . . . . ,. _. : 
: _._.... ” . -.. . : ” “.: :.. __, 

: : _.::.. 
;\ 

:: .I-_’ ‘.._y:.: ..:__; 
: I 

A.: ._:: :. i..::.j’y:j 

1. 
:..._. ,..:.i :/ _ i _: : ., ,, :. 

- _ . j :..- :’ : , : ” -. ‘j 
._.. ..-.-g.-. . . : . ,  ~ -.. :  .--. i __. .__ __. ,_ __I _ 

-1 

-2 

-2 

1... .’ 
.._ _ . ..1. : -. . ._-..’ ..i ..-.. : _L: __ .._.. L. 

: _., .’ -..I .:. 
. ..-. -. ..- : . _. _L 

: ,. 

.\c.. 

“-.‘: ‘7 .._ i .__... 
..: 

: : 
.; : _._: : 

_I__, _~~~,,~~:,~.~lr-_:,~“..-. 1 ;.’ i;.-y; 

--. : 
: :.’ 

_..: .- : .-_! 
. . . . . ., ..: : 

m 

: . ..’ 

- -. : ..-. : .._.. 
: :. ” ,/ 

:__- j __ .__. / : ..-.. _-. _ 
.: 1.: .,j 

._. “-.- : k--.: ,..1: ; .;.; j . . . . __: . ..f.’ -. ,__ .:. j .,i? 

-4 

__ 

:.. ,::. 
“,.‘. : 

.:.. 
::.: ; I 

. ..i.. 
: 

/ \. .j ..j : _; 

.__ “-.. : ‘.-. .;..I-: __2:. . ..-.. k ..-. ..-. ~ .y .__. . ._.. .-. :_._ _j 
-5 

-6 

-7 

-6 

-9 

” :’ : . .._I ‘.. 
,.” : ..’ 

.,-._ :___ ,,-T”” : . .I ,__. ._.. ,,:_ : 

.‘. ‘. _.L : : _ 
:--. :.._: ..-. :-- : ___L _ .____: _._.. . . . . . . 
j.:. : _/. :./ 

:-.. : _.: : : 
‘.-... : ..-.. ‘..- ; ..-/_. ____: _..___ 

,. ,’ j 

5; j ~~~~.:~~:~~~~::~,~ 

: . . . . . . 1. :_. 
.-.. .; ..-- 

.._..” .__. I .;:::.i... ‘__/ : : 
._.j : .-~ : :.___: :____ i.: .._____... I. .__.: ,.__ ti;-- 

: : :i/,::: : . ..._.’ ..;. .: ,: 
..,,:.; .: 

.:.. L.. ,._.__: .: .-, i.4; .+; 

,.. :____. .‘.__j_-:_ :.l... :+; :__ _-:. 
,___ /, ml __,:,, _:_,_::~:.::,I_:.::-~~i,l.i__r-_i.iI_i: _. .‘I ;,i...: /: ,-...” . ../. --q 

.: :.:, .“:: :_: :.. ,:::: : . ..- .:.:1. ,:.. .: .._r.. : .__. .._ : /_-:: 
; :, 1;. : :- ..l 

:._.:.-j :z : :: __.. :..: _._. j ..I ___. j:. 
:;, :’ ..:.- ..-. L.-;..:L.:z 

:.. :....: :’ “: L+:::..: .:/ _..__. : :. ‘j 
: :: _: 

.” ; .;: ./ j: ‘” ,i ‘: : : ,:’ ,: ” ;,= : :.., / :,i : :: .:: :, yy, 1, j’ “i:ri;‘.:,~ LLi : : :. / 
__:::r: 

;-,iA.. ‘.io o-oso’:’ +g. ioo- : :_. GA .:.30c. sot. .__// ,. / : ::&: 
i-i’?2 

2 3 45 
- 

1000 2coo 
.:.:i .L>l 

5000 10,coo 

NUMBER OF PULSES 

Fig. 2 - Visibility factor v oC50)db for PPI cathode-ray-tube display (applicable to 
intensity-modulated displays generally); based on Figs. 8.2 and 9.2 of Ref. 10 or 
Figs. 1 and 21 of Ref. 11, adjusted to 0.5 probability and extrapolated to single- 
pulse detection, with slight revision of slopes at ends of curve 

Pulse-Radar Equation for Automatized-Detection Radars 

The preceding equation is not actually restricted to radars with cathode-ray-tube 
displays, but is more specifically adapted to them. The curves for v as a function of 
number of pulses integrated, Figs. 1 and 2, are experimental curves,“applicable only to 
cathode-ray-tube displays with human observers. They are characterized by a proba- 
bility of detection (0.5), but not by an explicit false-alarm probability. 

It is possible, however, to calculate a signal-to-noise ratio required at the input 
terminals of the receiver detector (demodulator, rectifier) for specified probability of 
detection and false-alarm probability. Such curves are often associated with the work of 
J. I. Marcum (12), who probably was the first to compute and publish them, in 1947, 
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a l t h o u g h  th e  c o n c e p ts a n d  bas ic  te c h n i q u e s  o f ca lcu la t ion w e r e  desc r i bed  by  D . 0 . N o r th  
in  1 9 4 3  ( 1 3 ) . 

Curves  o f th is  typ e , ca lcu la ted by  th e  a u th o r  us ing  th e  m e th o d s  desc r i bed  by  N o r th  
fo r  a  fixe d - th r e s h o l d  dec is ion -mak ing  device,  a r e  g i ven  by  Fig. 4 . T h e  d e tai ls o f th e  
ca lcu la t ion wil l  b e  i nc luded  in  P a r t 2 . T h e y  a r e  ca lcu la ted fo r  a  l inear-rect i f ier  d e tec-  
to r  -  th e  typ e  c o m m o n l y  u s e d  in  r a d a r  receivers.‘: 

T h e  i n d e p e n d e n t va r iab le  fo r  th e s e  calcu lat ions is th e  s igna l - to -no ise  p o w e r  r a tio  a t 
th e  d e tector  ( l inear  rect i f ier) i n p u t c o r r e s p o n d i n g  ord inar i ly  to  th e  o u tp u t o f th e  i-f a m -  
pli f ier. Th is  is n o t th e  s a m e  q u a n tity prev ious ly  d e fin e d  as  th e  visibility factor.  T h e r e -  
fo r e  it c a n n o t b e  u s e d  direct ly in  E q . (4) .  T o  d is t inguish it f rom th e  visibility factor  it is 
h e r e  ca l led  “d e tectabi l i ty factor,” D. It is re la ted  to  th e  visibility factor  by  a  constant  
factor,  n o , fo r  a n y  specif ic r a d a r  system; th a t is, V , C, =  D m . +  T h e  r a n g e  e q u a tio n  in  
wh ich  D  m a y  b e  u s e d  is th e r e fo r e  

I 2  2  l /4  

P  
R  5 0  =  129 .2  

t(kw) T g ~ e ~  ‘t ‘r  c .50(sq m )  Ft Fr  

fit T N  D 5 0 m L  I 

naut  mi .  

T h e  fac tor  m  is a  “m a tch i n g  factor” d e p e n d i n g  o n  th e  re lat ive s h a p e s  o f th e  pu lse  a n d  th e  
rece iver  p a s s b a n d . W h e n  th e s e  a r e  Four ie r  t ransforms o f e a c h  o th e r , m  =  I.$  O the rw ise  
m  >  1 . It is sim i lar  b u t n o t th e  s a m e  as  th e  b a n d w i d th  cor rec t ion  factor  o f E q . (4) .  Fo r  
s o m e  specif ic pu l se  s h a p e s  a n d  p a s s b a n d  character ist ics its va lue  m a y  b e  o b ta i n e d  f rom 
Fig. 5 . 

E q u a tio n  (5 )  is in  a  sense  on ly  trivially d i f ferent  f rom E q . (4) .  T h e  latter m a y  b e  
u s e d  with th e  va lues  p lo t ted in  Fig.  4  by  conver t ing  th e m  to  visibil i ty-factor va lues.  In  
th e  m a tch e d - filte r  case  e v e n  th is  is n o t necessary  s ince m  =  1 . ( O the rw ise  a n  a p p r o p r i a te  

G M o s t  of Ma rcu rn’s calcu la t ions we re  for a  square - law detector ,andare plot ted in  a  fo rm 
that is not  direct ly adap tab le  to the r ange  equat ions  of this report .  M a r c u m  calcu la ted 
that the resul ts for a  square - law detector  dif fer f rom those of a  l inear  detector  by  at 
most  0.2 db.  Th is  is con f i rmed by  Ref. 10,  p. 205.  Acco rd ing  to Marcum,  the two de -  
tectors g ive  ident ical  resul ts for s ing le  pulses;  the l inear  detector  is super io r  by  about  
0.1 d b  for 1 0  pu lses  integrated,  a n d  the square - law detector  is super ior ,  by  a n  amoun t  
asymptot ic  to 0.2 db,  for m o r e  than 7 0  pu lses  integrated.  

tThe in t roduct ion he re  of add i t iona l  “s igna l - to-no ise rat io” notat ion a n d  te rmino logy  was  
d o n e  with cons iderab le  re luctance,  because  the au thor  be l ieves  st rongly in  m in im iz ing  
the n u m b e r  of terms, symbols ,  a n d  def in i t ions that app ly  to essent ia l ly  a  s ing le  quant i ty  
o r  concept .  However, i t  does  s e e m  necessary  todist inguish be tween  this s igna l - to-no ise 
rat io a n d  those wh ich  have  b e e n  prev ious ly  def ined,  to emphas i ze  the fact that they a re  
not  direct ly in te rchangeab le  in  the r ange  equat ions.  Moreover ,  curves  of the type g iven  
in  Fig. 4  can  on ly  b e  g iven  in  te rms of the detector- input  s igna l - to-no ise ratio, un less  
compl ica ted  st ipulat ions a re  m a d e  concern ing  filter match ing  o r  correct ion for non -  
match ing.  In the d iscuss ion  fo l lowing Eq .  (3),  the notat ion (S /N)ou t  was  used  to app ly  to 
essent ia l ly  the s a m e  quant i ty  that is he re  ca l led  D. But,  this s e e m e d  to b e  a  somewha t  
c lumsy  notat ion, espec ia l ly  w h e n  it b e c o m e s  necessary  to a d d  m o r e  subscr ipts,  e.g., 
(SW,, ,  1  S imi la r ly  the te rm detectabi l i ty factor (an  ex tens ion of the i dea  ex-  
p ressed  

$,W(Ib:  . . 
yvisibi l i ty factor) is shor ter  a n d  s imp le r  than “detector- input  (or  fi lter output)  

s igna l - to-no ise p o w e r  ratio.” In Refs. 1  a n d  5, the re la t ion V,  C,  =  m  DC;  was  emp loyed .  
T h e  c h a n g e  to the a b o v e  re la t ion was  m a d e  to avo id  two symbo ls  w h e r e  o n e  wi l l  do.  T h e  
ear l ie r  notat ion was  adop ted  to separa te  the two effects of n o n o p t i m u m  bandwid th  (ex-  
p ressed  by  Ci )  a n d  n o n o p t i m u m  passband  s h a p e  (expressed  by  m).  He re  m  accounts  for 
both  considerat ions.  

t Th is  re la t ionship  be tween  pu lse  s h a p e  a n d p a s s b a n d  character ist ic  is o p t i m u m  accord ing  
to a  t heo rem d u e  independent ly  to North,  V a n  Vleck,  Wiener ,  a n d  Hansen .  S e e  Refs. 1 0  
a n d  13.  
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Fig. 5 - Effect of bandwidth and passband shape, calculated for several 
pulse shapes, assuming automatized detection (Fig. 8.11 of Ref. 10). 
In terms of the matching factor m of Eq. (5), the ordinates are equal to 
3 + 10 log m,or mdb t 3. Note that m = 1 at the minimum of the Gaussian- 
pulse Gaussian-passband curve,which represents a matched-filter con- 
dition; also note that at this point (BT)~~~ = 0.44 (but, this result for the 
Gaussian case does not ne c e s s ar il y apply to o t h e r matched-filter 
conditions). 

curve must also be used in place of Fig. 3, which is for cathode-ray-tube displays with 
human observers.) However, Eq. (5) is a useful formulation, since it allows employing 
results of the type of Fig. 4 directly. 

Values of m for certain pulse shapes and passband characteristics that are not 
“matched” can be obtained from Fig. 5. (The ordinate values of Fig. 5 are equal to 
3 + 10 log m.) For the derivation of these results, see Ref. 10, pp. 204-210.” In partic- 
ular, for a rectangular pulse and optimum-width receiver passband of the transitionally- 
coupled-circuit type, m = 1.12. Also, for this case, it is indicated that theoretically the 
optimum bandwidth is 0.7 times the reciprocal of the pulse length, for half-power defini- 
tion of bandwidth and pulse length. This is in contrast to the value 1.2 found experimen- 
tally. The difference is ascribed to characteristics of the human observer, not taken 
into account in the theoretical ana1ysis.t A similar explanation applies to the difference 
in shape of the bandwidth correction factor C, of Fig. 3 and the curves of Fig. 5. These 
matters will also be discussed in greater detail in Part 2. 

*In Eq. (14b), p. 207, Ref. 10, the numerical constant apparently should be 1.21 rather 
than 1.10. 

tin recent correspondence with the author (Oct. 30, 1962), D. K. Barton of RCA (Moores- 
town,N.J.) has explained the difference as arising from the fact that automatic detection 
is assumed to be based on peak instantaneous signal voltage (Refs. 10, 13, et al.), while 
the human observer probably responds to the signal averaged over the pulse length. The 
average signal-to-noise ratio changes more slowly as BT is varied around the optimum 
value than does the peak-signal-to-noise ratio. 
appear in a book “Radar Systems Analysis” 

Barton’s analysis of this matter will 

Prentice-Hall. 
that he is preparing for publication by 
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‘PC’ ” Three different quantities in the general category of “signal-to-noise power ratio” 
.r’:.have been employed in the foregoing range equations. A discussion of their interrela- 
%ionship* will h.1 

.,,:g; 
c p in understanding the distinctions between these equations. 

:; 
In Eq. (3), the quantity S/N is the signal-to-noise power ratio measured at the 

: receiver input. ._ (The effective portions of the spectrum of broad-band noise at the receiver 
‘:. input or antenna terminals are therefore those contained within the receiver passband.) 

In Eq. (4), the corresponding quantity is vOfsoj, defined as “ratio of minimum- 
detectable-signal pulse energy, at a reference point in the receiving system (“input ter- 

: minals”), to the predetection noise power per unit bandwidth referred to the same point.” 
.’ An equivalent definition is “ratio of minimum-detectable-signal pulse power, at the ref- 
; erence point, to noise power in a bandwidth equal to the reciprocal of the pulse length.” 
,..The-subscripts qualify the definition further as the value of this quantity for optimum 
: bandwidth and 0.5 probability of detection. .. :;! 
” ‘, 
%,_‘a_ L The relationship between S/N and v is best understood in terms of the mathematical 
:?Wlltions, __ , 

P 
_: 
.: _ 

S/N = r (6) 
.L 

) ‘.’ 
k TN BN 

i 
: . .. 

., :., 

: : 

P 7 

‘= kT, 
pr 

L = kTN(l/T) ’ (7) 

C:!:..+ere P, is the received signal pulse power at a reference point in the receiving sYs- 
km, and k TN 9, is the effective receiver noise power (bandwidth Bn’) referred to the 
&me point. As the second form of definition of v indicates, if B = l/7, S/N and V are 

: *ual to each other numerically, but otherwise they are not. Strictly, the subscript “min” 
.-or some similar notation should be appended to P in Eq. (7), but not in Eq. (6), since V 

‘.‘-.is defined in terms of ‘minimum visible” signal, &hile S/N is not. ;‘. ,~ 

o express S/N and P, in terms of their values for 0.5 probability of detection and 
mum bandwidth, an appropriate notation is (SIN) and P 

may be deduced that the relationship between ($$)bCsoj 
r o)(SO)’ From (6) and 

an il V,(,,) is 

(BT)clpt ~~mD(50) = V,(,O) * 
.‘/ 

5 ‘That 1% they differ in definition by the factor (BT),~~, which is the value of B7 corre- 
lpondir% to optimum bandwidth. The value of (~7). 

.:, -,Quaa 
as previously mentioned, has been 

experimentally to be about 1.2 for rectangula~p&lses and cathode-ray-tube displays 
Wh human observers. 

- 
.*Acknowledgment is due to Lee E Davies of Stanford Research Institute for correspond- 

which stimulated thinking that led to clarification of these relationships and for 
out the desirability of formulating the signal-to-noise ratio at the retceiver in 
tht! sivn;rl pulse energy and the noise power density, as Norton and Omberg had 

vi?:ibility-factor definition. This formulation was also used by North (13). 
eck (10) employan equivalent formulationstated inpower-ratioterms. 

nl-pulse energy to noise power per cycle also occurs naturally in the 
y approach to the problem of signal detection. See for example, P. A. 

bol R with no subscript will signify the noise bandwidth or an approx- 
s the half-power bandwidth. 

., ,... 
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Equation (3) would become a pulse-radar maximum-range equation if the notation 
(S/N),(50, were introduced and if also a bandwidth-correction factor were added. This 
would not be the same factor, C,, that appears in Eq. (4). It may be denoted c,. That is 

, 

(S/N) so = WW,(50) C, (9) 
just as 

v(50) = vo(50) cB* (10) 

From Eqs. (6) through (lo), it may be deduced that 

(B%pt cs = TCB (11) 

A plot of C, is also shown in Fig. 3, for comparison. It is evident that Cs is not a 
slowly varying function of B in the vicinity of the optimum point, as is Cn. Hence, if 
Eq. (3) modified in this way were to be used as a pulse-radar maximum range equation, 
a knowledge of the exact receiver bandwidth and a precise evaluation of C, would be 
important, whereas C, in Eq. (4) can be omitted with small error for most ordinary 
values of bandwidth. However, both equations are equally correct. 

It is also possible to manipulate the various quantities in such a way that the result- 
ing equation contains (SM) o so ) together with the C, bandwidth-correction factor; in 
fact, this results by making ihe substitution indicated by Eq. (8) in Eq. (4). This provides 
a perfectly workable range equation having all the advantages of Eq. (4) but in terms of 
signal-to-noise power ratio instead of visibility factor. However, it contains the extra 
factor (B7-)opt. 

It has already been stated that the relationship between v,(~~) and D50 is 

%(50) ’ C, = D,, m. 

From (8) and (12) it is evident that 

(12) 

(S/N) o(50) 

where mDpt refers to the value of m when the bandwidth is optimum but the passband 
shape is not necessarily optimum. 

It is apparent that (S/N),c50, must always be equal to or greater than D50, since 
the noise power at the detector input is equal to the noise power at the receiver input 
terminals, k T, B, multiplied by the reCeiver predetection gain, while the signal power at 
the detector is in some cases less than the input signal multiplied by the gain, because of 
the action of the bandpass filter (see Ref. 10, p. 209). This may be the case even with a 
matched filter of optimum width, because (B7Jopt may be less than one for a matched- 
filter passband (see Ref. 10, p. 207). 

Range Eqs. (3), (4), and (5), as the foregoing discussion implies, may be shown to be 
completely equivalent to one another by making appropriafe substitutions based on Eqs. 
(6) to (13). 
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BECIBEL-LOGARITHMIC EQUATIONS 

; All of the range equations can be expressed in a decibel-logarithmic form  which is 
very convenient when many of the quantities are given in decibels, as they often are. In 
these forms of the equations, quantities to be expressed in decibels have the subscript 
‘fdb .” All other quantities are defined as in the original form  of the equation. The equa- 
tions that follow have the same numbers as the parent (nondecibel) equations followed by 
the letter “a.” All logarithms are to the base 10. It is assumed for simplicity that 
F, = F, = F; when this is not the case, F should be replaced in the following equations by 
JF.. Also. the eauations mav all be applied to the bistatic radar case by further sub- 
&&g dm for-R, and ob for u, as previously mentioned. 

The decibel-logarithmic signal-to-noise-power-ratio formulation of the general 
radar range equation is 

R = F antilog 2.861 + 4& [lo log Pt(kw) +  Gt(db) 

tG r(db) +  10 lOgO,q,,, - 20 log f,c - i0 log TN(Kelvin) 

- (S/NJdb - 10 log B,, - L,, 
1) 

naut mi. (34 

The decibel-logarithmic visibility-factor formulation of the pulse-radar maximum- 
range equation is 

R 
II 

10 log Ptckwj + lo log T~sec + %(db) 

tG r(db) t 10 10g"50(sqm) - ‘2O log f~c - lo log TN(Kelvin) 

- v,(50)(db) - ‘B(db) - L(db) 
naut mi. (44 

The decibel-logarithmic detectability-factor formulation of the pulse-radar maximum- 
We equation is 

R 5. =  F antilog 2.111 t 4& 10 log Pt(k,) 
C + lo log rpsec + Gt(db) 

-‘, 

tG r(db) + 10 1% a50(sq m) - z” log f~c - lo log TN(Kelvin) 

- D50(db) - 10 log m  - L(db) 
I> 

naut mi. (54 

&&pendix A, a range calculation work-sheet based on a slight modification of Eq. (4a) 
b@ven, together with a collection of the various auxiliary equations, curves, and tables 
WinarilY required for range calculation. 

.. 

%UATION OF RANGE-EQUATION QUANTITIES 

The following sections of the report have two primary objectives. The first is to 
llrooide sufficiently clear and precise definitions of the quantities that occur in the range 

and m isunderstanding. In various range equations that have 
physical phenomena are sometimes taken into account by one of 

factors, sometimes by another. Generally the choice is somewhat 

..J extremely important to make such choices for all the range-equation 
p ,.ty.‘.; 

.‘.g. \( 

I s$f. 
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quantities in a compatible way. For example, the antenna gain may be defined in terms 
of power radiated (and intercepted by the effective aperture on reception), or it may be 
defined in terms of power at the actual electrical terminals or ports of the structure 
denoted “antenna.” These two choices are sometimes given different designations, the 
former being called the “directivity” of the antenna, but in less formal usage both may 
be called “antenna gain.” The choice that is made, in a particular case, dictates the.way 
in which the system noise temperature is defined and calculated, and affects the calcula- 
tion of receiving-system loss factor L,. Similar considerations apply to other terms in 
the equation. 

The second objective is to provide auxiliary equations, curves, and tables which allow 
calculation of appropriate values to use for the various quantities in the equation, when 
only the basic characteristics of the radar are given. Ordinarily, for example, the quan- 
tities S/N, V,(,ol, or D50, TN, C,, L, and F are not directly given, and sometimes even 
G or 0 are not given; Usually, however, these quantities can be calculated or estimated 
from the information that is available. Where needed, conventions or “standard condi- 
tions” for range calculation are proposed. 

The factors in the equation are not discussed in the order of their occurrence. Those 
whose evaluation is most crucial to the calculation - such factors as signal-to-noise 
ratio and system noise temperature - are discussed first, and those which are ordinarily 
determined by simple measurement, such as transmitter power, pulse length, and fre- 
quency, are discussed last, primarily for the purpose of giving definitions that are pre- 
cise and compatible with the definitions given for the other quantities of the equations. 
Some of the topics discussed relate only indirectly to the evaluation of the range-equation 
factors, such as number of pulses integrated, probabilistic aspects of detection, and the 
elevation- angle parameter. 

Signal-to-Noise Ratio (S/N) 

In the formulation of Eq. (3), the quantity S/N, receiver-input signal-to-noise power 
ratio, occurs; it is defined formally by Eq. (2). The range given by Eq. (3) simply applies 
to whatever value of S/N is chosen. This may be done somewhat arbitrarily, although 
even such arbitrary choosing of an S/N value is usually based on some kind of a feeling 
for the practical significance of various S/N values. For example, it is generally recog- 
nized that radars in which there is some integration of pulses will permit detection of 
targets for which S/N is about one (zero decibels). However, this is of course a very 
rough estimation. It is also generally recognized that radars displaying only single 
received pulses permit detection of targets for which S/N is about 13 db. But, this fig- 
ure also lacks precision, since one must actually specify a probability of detection and a 
false-alarm probability, and possibly other factors, in order to arrive at a precisely 
meaningful value of S/N. If the aim is to compute a detection range, a formulation in 
terms of required signal-to-noise ratio, for specified probability, is appropriate. Either 
Eq. (4) or (5) should be used, depending on whether human observers or automatized 
detection are to be employed. 

There is a situation, however, for which the formulation of Eq. (3), in terms of S/N 
values, unrelated to detection requirements, is applicable. Radars are sometimes used 
as measurement devices, to study the radar-reflecting properties of an object (e.g., an 
astronomical body, or a man-made “space” target such as an artificial earth’s satellite). 
The radar cross section of such an object may be calculated from measurements of the 
received signal power. The accuracy of such a measurement depends upon the signal-to- 
noise ratio (among other things). In calculating the range capability of such a radar, the 
criterion employed is the degree of accuracy required, or the degradation of accuracy, 
due to noise, which will be permitted. This requirement determines the value of S/N that 
should be employed in Eq. (3). 
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The relationship is shown in Fig. 6, 
crm< of the measurement error sta- 
icr. The detailed calculation of these 

rves 13 given in an appendix to a previ- 
‘i@ KItI. report (15). As the curves indi- 
Fate, a t:Jpically “acceptable” value for 
$4 is aiiout 100 (20 db) for reasonable 
$XtIriI(*\ (probability about 0.5 that the 

,,UlCilS::l’r~:i receiver output voltage differs 
‘from the calculable mean value bV more 
“than 5%). For really good accuracy (prob- 
ability about 0.05 for an error in excess 

‘,pf %J 9 an S,‘N of 30 db is required. . 
,. .* I. Generally, a radar used for this pur- 
Pose will employ adequate or more-than- 
adequate receiver bandwidth, so that the 

.: signal-to-noise ratio at the detector input, 
.:F@ which Fig. 6 refers, is the same as 

that at the receiver input, to which Eq. 
“(3) refers. If this is not the case, a cor- 
rection factor must be applied to the S/N 

‘Values of Fig. 6, for use in Eq. (3), to 
account for the difference. In contrast 
with the factors denoted C, and m in Eqs. 
(4) and (5), this correction factor applies 
OI’IIy if the bandwidth B is too small for 
the radar transmitted waveform employed 
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Fig. 6 - Probability of occurrence of 
specified error percentages in receiver 
signal-voltage measurement, as a function 
of predetection signal-to-noise ratio 

or for the sampling-time characteristic of the measurement instrumentation. The effect Of too large a bandwidth is accounted for by the presence of the factor B in the equation. 

The results of Fig. 6 are for a sample time equal to or less than the reciprocal of 
the receiver bandwidth or, in the pulse-radar case, for single pulses. The measurement 
error can be reduced greatly by averaging the results of several single-sample meas- 
Uements, or by averaging (integrating) before measurement, in accordance with well- 
known statistical principles. However, in computing this effect where postdetection aver- 
aging or integration is employed, if the improvement considered is sufficient to permit 
operating with small values of S/N, the percentage errors in terms of receiver input volt- 
age or power cannot be directly determined by simple calculation; it is necessary to take 
uo account the somewhat complicated statistics of signal and noise combination in the 
detection (rectification) process. 

visibility Factor (v) and Bandwidth Correction Factor (CB) 

The visibility factor is a function of the number of pulses integrated. In the case of 
a human observer and cathode-ray-tube display, values have been determined by experi- 
ment, and are given by Figs. 1 and 2 for an A-scope display and a PPI display, respectively. 

The subscripts on the visibility-factor symbol, V indicate the ‘value that applies 
‘Or optimum receiver bandwidth and for 0.5 probabili$5oot) detection. Curves for other 
Probabilities are of similar form but lie above or below the 0.5-probability curve - 
*Or higher probability, below for lower. 

above 

‘, Those who are familiar with the probabilistic aspects of signal detection may inquire 
OS to the false-alarm probability to which these curves correspond. The experiments nv,nm, . “=a~= not designed to determine this quantity. However, it may be regarded as a value 

average human observers. 

I 
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Curves could be obtained for higher or lower probabilities of false reporting of *ig- 
nals, lying below or above the curves shown. Selection of a particular one of these curves 
as a basis for general range calculation is somewhat arbitrary, just as is the choice of 
0.5 probability of detection. There is a need, however, for agreement on a particular 
curve or curves as a convention for purposes of comparative range calculation, and the 
curves of Figs. 1 and 2 seem to be as good as any for that purpose, for radars. 
that employ cathode-ray-tube indicators and human observers. There does not seem to 
be any better basis for such curves than the Radiation Laboratory data. Experience has. 
shown that these visibility-factor curves result in calculated ranges that agree reason, 
ably well with experimental results (16). As seen by comparison with.Fig. 4, they also 
conform in a general way to curves calculated on a theoretical basis. 

The changes in slope of these curves in the regions of very few Pulses and very large 
numbers of pulses will be discussed in some detail in Part 2. Briefly, the slope change 
in the region of few pulses (at about N = 10, Figs. 2 and 4) is the result of the statistics 
of signal and noise combination in the linear-rectification process. (A similar result is 
obtained with a square-law detector.) The leveling off that occurs for very large num- 
bers of pulses integrated (e.g., 1000 pulses) is the result of the limited contrast discern- 
ment of the human eye and brain (see Ref. 10, p. 223). This effect does not occur when a 
physical integrating device is employed in place of the cathode-ray tube and human being 
(see Fig. 4). 

If the bandwidth is other than optimum, the actual visibility factor is given by the 
optimum-bandwidth value multiplied by a correction factor C,. For cathode-ray-tube 
displays and human observers, and for approximately rectangular pulses and typical : 
receiver passband characteristics, the optimum bandwidth has been found to be 1.2 times 
the reciprocal of the pulse length (10). The bandwidth correction factor is approximately 
given by the following empirical formula* (17): I ,:. 

b 

'B= &(I+$$ 
(14) 

As this formula indicates, when BT = 1.2, C, = 1. Decibel values of CB are plotted 
in Fig. 3 as a function of the BT parameter. As the curve indicates, C, changes very ” 
slowly in the vicinity of BT- = 1.2, so that for general range-calculation purposes when &e 
exact value of B is not known, it is usually satisfactory to assume Cs = 1 (C,(,,) = 0). 

The numerical value of the optimum bandwidth, in relation to the pulse length, de- 
pends on the way in which these quantities are defined. Customarily, the half-power 
definitions are employed - the pulse length between half-power points of the pulse wave-. 
form, and bandwidth between half-power points of the overall frequency response curve 
of the receiver predetection circuits and amplifiers. Figure 3 is plotted on the basis of 
these definitions. The statement that the optimum bandwidth is 1.2 times the reciprocaIl 
of the pulse length is thus based on the half-power definitions of pulse length and band- 
width, and on the further conditions that the pulse is approximately rectangular and the 
receiver has a conventional double-tuned i-f amplifier, or one with reasonably similar ‘f 
passband shape. It is also restricted to the case of detection by a human observer of a 
conventional cathode-ray-tube indicator. 

As discussed in Ref. 10, p. 177, the true noise bandwidth may differ considerably 
from the half-power bandwidth in some cases, but ordinarily the difference is not great., 
The half-power width is much easier to measure and is therefore usually specified as ,i ;- ‘, 

:gThe formula of Ref. 17 is based on the assumption that optimum bandwidth is exactly the 
reciprocal of the pulse length rather than 1.2 times the reciprocal. The formula given 
here has been modified accordingly. 

‘ 
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I of sig- i -‘:‘&e banrl:4 idl ii. The flatness of the C, curve in the vicinity of the optimum, for radars 
se curves 1 s$‘bith c;itl~otl(~-ray-tube indicators and human observers, is a further reason for the ade- 
iice of ! ; “&MY of half-power bandwidth specification. 
xlar i 
.nd the . As indicated by the discussion following Eq. (4), the primary requirement on the defi- 
ars nition of pulse length is with respect to the energy significance of the product P, r. The 
eem to f half-powc~ t’ tl(,finition conforms to this requirement. Of course, with approximately rec- 
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tangelar p::lso shapes the significance of the particular definition employed for pulse 
length is further minimized. 

Number of Pulses Integrated (N) 

As the foregoing paragraphs indicate, the number of pulses integrated by the ob- 
-.‘.i&rver, or by an automatic detection device as will be subsequently discussed, is an 

important factor in the range equation, although an implicit one. The basic equation for 
the number of pulses integrated by a nonscanning radar is 
‘9 

N = P-ti, (15) 

i ,rhere c is the radar pulse rate, pulses per second, and t i is the effective integration 
time, seconds. The characteristics of the integrator determine t i. Its value for elec- 

,.!ronic storage or delay devices can usually be assessed readily, but it is difficult to assign 
+“a numerical value for the combination of a human observer and cathode-ray tube. This *. 
.;Problem is by-passed in Fig. 1 by employing the PRF directly as the variable. ‘8 “C, i 

’ .Figure 2 may be used for scanning radars without exact knowledge of ti when it can 
be assumed that t. is shorter than the scan period and longer than the interval required 
for the beam to t&verse the target. In this case the number of pulses integrated is taken 

.-’ &J be the number occurring while the target is within the half-power limits of the (one-way) 
: *Ima pattern during a single scan. When this assumption can be made, the following 

formulas are useful for computing the number of pulses N illuminating the target per --. 
plotted ; urmuth scan of a scanning radar, as required for use with Figs. 2 and 4. For azimuth-. 
very : aY SCanning, 
when the t “. 
= 0). b. : : ., 

i. : ..: 

I, de- F ‘,_ 

- 
N= ‘h .m 

6(cos 8,)i?%%i ' 
(16) 

ser F L 
,e wave- 1”’ ‘Where e h iS the horizontal beamwidth in degrees (the value applicable at the target ele- 
curve f *iOn angle), B$ is the pulse repetition frequency in pulses per second, RPM is the 

asis of i -nnmg speed in revolutions per minute, and 8, is the target elevation angle. For an i 
iprocal ) rtimuth-and-elevation-scanning radar (assuming that there are many elevation scans 
band- i .Ocr azimuth scan) the formula is 
nd the i. : 
milar 
,rofa i N= 

0, 6, Pi% 
6(cos B,)o, t, i?I% ' 

07) 

f. tire 6 
,ably t is the vertical beamwidth in degrees, w is the vertical scanning speed in 

great. i, dcSreesker second (at the elevation angle of the t&get), and t, is the vertical SCaming 

?d as 2 
@wxl in seconds (including dead time, if any). These formulas apply as long as @t/cos 8, 

, 
$ 

rrmt greater than about 90 degrees. 
..I 9 required, 

For greater values, more complicated formulas 
* .;‘T;.- 

These formulas assume that the target is either stationary or moving with a speed 
ction such that during the time interval equal to e/w the angular distance moved 
compared to 8, where B is the beamwidth in either scanning direction and u is 
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the angular, velocity of the beam in the same direction. If this condition on angular targeE; 
motion is not fulfilled, a correction to the number-of-pulses result must be made, to take 
the target motion into account. For radial target motion, correction may have to be made 
if the distance moved during the time B/w is appreciable compared to CT/~, where c is 
the velocity of electromagnetic propagation and 7 is the pulse length; this correction will 
be necessary ‘if a stationary range gate of length comparable to the radar pulse length is 
employed. Ordinarily, for standard range-calculation purposes, target velocity is as- 
sumed to be such that these’corrections are not necessary. 

When the number of pulses given by PRF B/w is less than one, this number may be 
interpreted as a new statistical factor in the detection problem, namely, the probability 
that a radar pulse will be transmitted during the time the antenna beam is aimed at the 
target, assuming a nonintegral relationship between the radar pulse rate and the scan 
rate. Also, for targets at great ranges a pulse or pulses may be transmitted while the 
target is in the beam, but by the time the echo pulses are received the beam has moved 
angularly an appreciable fraction of a beamwidth, or possibly even a full beamwidth or 
more. These results occur when the time B/c becomes comparable to, equal to, or 
greater than the time B/W, where R is the target range. In all of these cases special 
analyses must be made to determine the effective number of pulses, the pattern loas fac- 
tor, and the probability of detection. 

MIT Radiation Laboratory experiments during World War II indicate (10,ll) that ti 
may be as great as 6 to 10 seconds for highly trained observers, but many radar engi- 
neers feel that a somewhat shorter time is probably characteristic of the average ob- 
server. It is suggested that a more conservative value, ti = 2 seconds, be assumed for 
conventional range-calculation purposes. Thus, for example, if a radar scans in azimuth 
at a rate faster than 30 revolutions per minute (RPM), some scan-to-scan integration 
should be assumed, and the number of pulses integrated would be the number occurring 
per azimuth scan, as determined by Eqs. (16) or (17), multiplied by i?i%/30. For radars 
that scan in more complicated fashion these formulas may not be applicable, but the same 
principles apply. 

The number of pulses thus computed may be used in connection with Fig. 2 to deter- 
mine a value of v,( so), in decibels, applicable to Eq. (4) when a PPI (or any similar 
intensity-modulated cathode-ray-tube display) is used with a scanning radar and a human 

\ observer, without other integrating devices. (Generally, supplementary integrators im- 
prove the visibility factor only,if they have 5 longer effective integration time than that of 
the human observer, or if they operate as predetection integrators.) 

Detectability Factor (D) and Matching Factor (m) 

For automatized radar detection, curves of minimum-detectable signal-to-noise 
power ratic, defined at the detector input terminals, may be calculated, as exemplified 
by the work of Marcum (12). Curves of this type, calculated by the author following 
methods described by North (13), are shown in Fig. 4. They are for a fixed-threshold- 
level decision-making device, preceded by a linear-rectifier detector and a perfect- 
memory linear video integrator. The N pulses integrated are assumed to be of constant 
amplitude. The quantity represented by these curves may be called detectability factor D 
to distinguish it from the visibility factor v and from the signal-to-noise ratio at the 
receiver input S/N. The factor D is a power ratio defined at the detector terminals 
rather than at the receiver input terminals. The selective circuits of the receiver inter- 
vene. North (13) has shown that if the receiver passband transfer characteristic “looks 
like the conjugate of the spectrum of the echo at the antenna,” V and D are equal, but 
otherwise they are not. In general, as stated earlier, 

%( 50) C, = Dso m, (12) 
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’ 1 may be called a matching factor. The values of C, given by Eq. (14) and 
. 3 do not apply in general for automatized detection. Lawson and Uhlenbeck (Ref. 10, 
204-2 10) have analyzed these matters for certain specific cases (though not in the 

employed here). 
%- \ ‘::,:c . I*., l’lrc:!r results are summarized for several pulse shapes and passband characteris- 
‘tics in 1.‘~;:. 5 (their Fig. 8.11). The signal level is shown on a scale such that the mini- 

muw for the matched filter case (m = 1) occurs at the +3-db point. The curves may 
.thowfow !)ct used to evaluate 10 log m by subtracting 3 db. The curve for Gaussian pulse 

* shape and Gaussian passband is of course a matched-filter case. 

The calculation of the curves of Fig. 4 is based on the statistics of the noise-only 
-and signal-and-noise voltages after detection (linear rectification) corresponding to the 
statistics of the envelopes of the predetection voltages. If the probability-density func- 
tions of these envelopes are denoted respectively by p,(n) and p,,(n), where the sub- 

‘?’ script (N) refers to the form of these probability-density functions after integration of N 
. . pulses, then the false-alarm probability is calculated, for a given signal-to-noise ratio D, 
.:-from the equation 

I 
m 

Pfa = P,(,)(v) dV ’ 

“t 

(18) 

“*where V is the integrated rectifier (detector) output voltage and V, is the threshold set- 
.ting of the automatic detection device. The probability of detection is calculated from 

P, = Ps,,(N)tV) dv - (19) 

The function p sn(Nj(~) is dependent upon the predetection signal-to-noise ratio D. 
The basic procedure of calculation is to choose an acceptable false-alarm probability 

.P,. and then use Eq. (18) to determine the correct threshold-level setting V,. Then Eq. 
(19) may be used to calculate P, for a given P,,,(~); or, as it turns out, the necessary 

.V&e of D can be computed to give P, = 0.5 (this value is denoted D,,). There are math- 
ematical difficulties but it is possible to make some approximations which do not lead to 

.apPreciable errors. 

The details of the calculations will be given in an appendix to Part 2. Comparison 
‘,With results calculated by others using different techniques has indicated general agree- 

ment. Many of the published curves of this type, however, are for a square-law detector 
: rather than for a linear rectifier. Although the maximum difference in threshold level 
for the square-law and linear detectors has been shown (10,12) to be only about 0.2 db, 
the linear rectifier is actually the kind ordinarily employed in radar receivers; there- 
fore it seems more appropriate to calculate the detection curves applicable to it (although, 
as it turns out, it is mathematically more difficult to do). 

As previously stated, the calculations assume video (postdetection) integration, which 
ia ordinarily employed in practical radars. Under some circumstances, however, it is 
Possible to employ predetection integration. AS North first showed (13), a considerable 
hrovement in signal detectability then results. If perfect predetection integration were 

:.msumed each curve of Fig. 4 would have the same value shown for N = 1, denoted 
’ 11s6(db)( l), but would follow the law ‘1 : . 

Dso(db)(N) = D,,@,)(l) - 10 log N. (20) 

” That is, the curves would be perfectly straight lines (on the Dsu(db) VS log N Plot) 
With a negative slope of 10 decibels per decade, whereas for the video-integration case 
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th e  s lope  h a s  init ial ly th is  va lue,  a t N  =  1, b u t b e c o m e s  a s y m p to tic, fo r  l a rge  N , to  - 5  (/‘, i:’ z ‘1  
dec ibe ls  p e r  d e c a d e . M  

i -w 
S ince  p r e d e tect ion in tegra t ion  requ i res  p h a s e  c o h e r e n c e  o f successive e c h o  pulses,  C 3  

a n  u n u s u a l  d e g r e e  o f t ransmit ter  a n d  rece iver  osci l lator stabi l i ty is necessary .  A lso, 
c o m p e n s a tio n  fo r  a n y  ta r g e t m o tio n  m u s t b e  p r o v i d e d . In  short ,  a  h igh ly  sophis t icated 
a n d  comp lex  r a d a r  system is n e e d e d , so  th a t fo r  o rd ina ry  r a d a r  app l ica t ions  p o s td e tec-  
tio n  in tegra t ion  is e m p loyed.  

Probabi l is t ic  A s p e c ts o f S igna l  D e tect ion 

T h e  fa l se -a la rm probabi l i ty  P f, is th e  probabi l i ty  th a t th e  th r e s h o l d  level  V , wil l  
b e  e x c e e d e d  a t a  p a r ticu la r  instant  by  th e  in tegra ted  vo l tage  o u tp u t o f th e  rece iver  w h e n  
n o  s igna l  is p r e s e n t. If th e r e  w e r e  n o  in tegrat ion,  a n d  if th e  rece iver  o u tp u t w e r e  b e i n g  
o b s e r v e d  c o n tinuous ly ,  th e n  th e  a v e r a g e  tim e  b e tween  fa lse  a la rms  w o u l d  b e  

tfs =  
1  

‘N  ‘fa ’ 

w h e r e  B , is th e  p r e d e tect ion ( e .g ., i-f) b a n d w i d th . ( T h e  tim e  b e tween  “i n d e p e n d e n t no i se  
samp les” in  th e  rece iver  o u tp u t is 1/2B,,  w h e r e  B , is th e  v ideo  b a n d w i d th . It c a n  b e  
s h o w n  th a t fo r  th e  p u r p o s e  o f th is  typ e  o f calculat ion,  B , ?  2 J 3 ,, a s s u m i n g  th a t th e  v ideo-  
a m p lifie r  p a s s b a n d  is a d e q u a te  so  th a t th e  no ise  o u tp u t spec t rum is d e te r m i n e d  by  th e  i-f 
p a s s b a n d .) W h e n  th e  in tegra tor  a d d s  N  i n d e p e n d e n t no i se  samp les  ( o n  successive r a n g e  
sweeps )  a n d  de l ivers  on ly  o n e  o u tp u t vo l tage  c o r r e s p o n d i n g  to  every  successive g r o u p  o f 
N  i n p u t samples ,  th e n  th e  a v e r a g e  fa l se -a la rm tim e  is N  tim e s  as  g r e a t as  th a t g i ven  by  
E q . ( 2 1 ) , a s s u m i n g  th a t th e  th r e s h o l d  vo l tage  V t h a s  b e e n  ad jus ted  to  g ive  th e  s a m e  fa lse-  
a l a r m  probabi l i ty  P  f B . 

If th e  ind iv idua l  r a n g e  s w e e p s  a r e  o b s e r v e d  by  m e a n s  o f a u to m a tic d e tect ion dev ices  
th r o u g h  a  set o f n o n o v e r l a p p i n g  r a n g e  g a tes, e a c h  o f l e n g th  tg  =  W B ,, a n d  if fu r th e r  
th e r e  is a  d e a d  tim e  o n  e a c h  r a n g e  s w e e p  d u r i n g  wh ich  n o  r a n g e  g a tes  a r e  active, th e  
fo r m u l a  b e c o m e s  

rlNt 
tfa 

= - -A ,  

Pf*  
(22)  

w h e r e  D  is th e  r a tio  o f th e  in te rpu lse  p e r i o d  to  th e  act ive ( g a te d )  s w e e p  tim e . M a n y  
o th e r  poss ib le  a r r a n g e m e n ts exist. T h e s e  e x a m p l e s  a r e  g i ven  to  i l lustrate th e  pr inc i -  
p les  a n d  to  ind icate  th a t th e  pract ical  e ffect o f th e  fa l se -a la rm probabi l i ty  d e p e n d s  h e a v -  
ily u p o n  th e  n a tu r e  o f th e  d e tect ing a n d  in tegra t ing  a p p a r a tus. A lso, d e fin i t ions vary  wi th 
di f ferent  a u thors.  Fo r  e x a m p l e , M a r c u m  ( 1 2 )  d e fin e d  fa l se -a la rm tim e  as  th e  in terval  
d u r i n g  wh ich  th e  probabi l i ty  o f a  fa lse  a l a r m  is 0 .5 . Fo r  th is  d e fin i t ion th e  e q u a tio n  cor -  
r e s p o n d i n g  to  E q . ( 2 1 )  w o u l d  b e  

t fa(0.5) =  
l og  0.5 

B,  1 %  (l-pf,)  

In  pract ice,  th e  des i red  va lue  o f P fs is d e te r m i n e d  by  first dec id ing  w h a t a v e r a g e  inter-  
v.a l  b e tween  fa lse  a la rms  wil l  b e  accep ta b l e  (o r  w h a t in terval  fo r  wh ich  th e  probabi l i ty  o f 
a  fa lse  a l a r m  is 0 .5 , us ing  M a r c u m ’s d e fini t ion).  T h e n  P fa c a n  b e  ca lcu la ted f rom a n  
a p p r o p r i a te  e q u a tio n  such  as  E q . ( 2 1 )  o r  ( 2 2 ) . Th is  p e r m i ts ca lcu la t ing V , f rom E q . ( 1 8 )  
a n d  P d  f rom E q . ( 1 9 ) . 

T h e  probabi l i ty  o f d e tect ion P , is th e  probabi l i ty  th a t th e  th r e s h o l d  level  V , will b e ’ 
e x c e e d e d  by  th e  rece iver  o u tp u t w h e n  th e r e  is a  s igna l  actual ly  p r e s e n t. In  th e  p a r ticu la r  



It is for some purposes preferable to choose as reference point the system input ter- 
mfnak (ahead of all transmission-line losses). The temperature thus, computed may be 
yed the system-input noise temperature and is given by 
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case of an azimuth-scanning radar for which it can be safely assumed that no scan-to- 
scan integration occurs, this probability corresponds to the so-called blip/scan ratio, 
the ratio of average number of scans on which detections occur to the total number of 
scans observed, for a target at a given range with constant values of all radar-equation 
parameters. The blip/scan ratio and a related or derived quantity, the cumulative prob- 
ability of detection, will be discussed in a later section. 

The foregoing discussion has tacitly assumed that the probabilistic aspects of the 
detection process are introduced solely by the randomness of the receiver noise. It is 
also Possible, however, that random fluctuations of the target cross section, or propaga- 
tion conditions, or in principle any of the radar-equation quantities, may contribute to the 
statistical aspect of the problem. As will be discussed in subsequent sections of the re- 
Port, the complete analysis of radar range performance can become very difficult and 
complicated for these cases; however, some significant statements about them can be 
made with very little additional complication, as will be done. 

The treatment of the detection process in this report is elementary. Very sophis- 
ticated mathematical treatments exist in the unclassified literature. 

System Noise Temperature (TN) 

The receiving-system noise temperature T, is a fictitious temperature that expresses 
noise Power available at the receiver output as an equivalent available power density at 
some reference point in the receiving system cascade. Since the receiver gain and other 
factors are variable over the total passband, this spectral density is in general a function 
of frequency; in the language of receiver noise factor definitions, it is a “spot” noise tem- 
perature. The power density is k TN watts per cycle of bandwidth, where k is Boltzmann’s 
Constant, 1.38 x lo- 23, and the total noise power is the frequency integral of this density. 
However, just as receivers are often characterized by an average noise factor, so also it 
iS customary to characterize a receiving system (or component) by an average noise tem- 
Fmature (4) T, defined so that the total noise power is k TNBN, where BN is the receiver 
noise bandwidth. In the discussion that follows, the statements and equations are gener- 
my applicable to either the spot or the average temperatures, for single-response sys- 
tems. In the range equations this average noise temperature is meant, although the bar 
1s omitted. Similarly, the average antenna, transmission-line, and receiver noise tem- 
peratures are used for calculating the average system noise temperature in the equations 
that foollow. \ 

The noise temperature T, is the sum of contributions from external radiating 
sources, thermal noise due to receiving-transmission-line losses, and internal receiver 
noise. Each of these three sources is ascribed a noise temperature, termed respec- 
tively antenna noise temperature T,, receiving-transmission-line output. noise tempera- 
ture T,, and effective receiver input noise temperature T,. Each of these temperatures 
is referred to the input or output of the device with which it is associated, and to obtain a 
btal system noise temperature by addition, they must first be referred to a common 
Point in the system. If this common or reference point is chosen as the receiver input 
terminals, the equation for the system noise temperature becomes 

TN = T./L, + T, + T, , (23) 

where L 
~rminaits. 

is the loss factor for the portion of the system that precedes the receiver input 
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TNI = T, + L, (T, t T,) = T, + T,(,) + L,T, (24; 
i-r’] 

in which T,(J) is the transm ission-line input noise temperature (= L, T,). It is apparenF’ 
that TNI is obtained by simply multiplying TN by L,. The advantage of using the TN, 
rating is that it is a meaningful index of system noise performance, a figure of merit for 
comparing different systems, whereas comparison of the merit of different systems-by 
means of the TN rating is not valid except when L, = 1. From the range-calculation 
point of view, however, it makes no difference except in the evaluation of the system loss 
factor L. If the system noise temperature is defined as TN, then L contains the factor 
L If TN1 is used in the range equation, L, is omitted in evaluating the system loss 
f&or L. Since the system input noise temperature does have the advantage mentioned, 
it will be used in the range-equation work sheet given in Appendix A, although the equa- 
tions previously written have used the somewhat more general notation Tn. * 

The antenna noise temperature T, is dependent in a somewhat complicated way on 
the effective noise temperatures of various radiating sources within the receiving pattern 
of the antenna (including side lobes and back lobes). However, T, is not directly depend- 
ent on the antenna beamwidth and gain. Therefore, it is possible to calculate an antenna 
temperature which is approximately applicable to any typical radar antenna as a function 
of frequency. In the m icrowave region, however, where the thermal noise due to atmos- 
pheric absorption is dominant, T, is also a function of the length of the path in the at- 
mosphere traversed by the beam center, and hence of the beam elevation angle (but not 
of the target elevation angle, per se). 

Curves of antenna temperature are shown in Fig. 7, calculated for the following con- 
ditions judged to be typical: (a) average cosmic noise (which actually varies greatly with 
beam direction, but not in a manner expressible in geocentric coordinates); (b) sun noise 
temperature 10 times the quiet level, with the sun assumed to be viewed in a side lobe of 
unity gain; (c) a cool temperate-zone atmosphere; (d) a contribution of 36°K from  ground 
radiation, which would result (for example) if a ground of blackbody temperature 290°K 
were viewed over a V-steradian solid angle by side lobes and back lobes averaging 0.5 
gain (-3 db)! This ground-noise contribution, independent of frequency, elevation angle, 
and beamwidth, is the most arbitrary of the assumptions. It can be justified as a general 
assumption, but if in a specific case it is not justifiable, the value of T,, given by the 
curve may be corrected by adding or subtracting an appropriate amount. The atmospheric 
noise contribution is based on the one-way absorption values corresponding to the 
maximum-range two-way absorption values given by Figs. 13-18 and Table 1. The dashed 
horizontal line at T, = 36°K indicates the assumed ground-noise level. The dashed 
curves are for maximum and m inimum cosmic and atmospheric noise. Although the solid 
curves may thus not be correct for every operational condition, they are believed to be 
suitable as a convention for general range calculation. 

The receiving-transm ission-line output noise temperature T, is related to the power 
loss factor L, and to the thermal (kinetic) temperature of the line T, by the formula 

T, = T,(l - L/L,) . (25) 

and therefore the input temperature is 

T  *(I) = L, T, = Tt(L, - 1). W I 
The loss factor L, represents all available lossesf preceding the receiver input ter- 
m inals, including those in the antenna system. It has a multiple role in the range cal- 
culation. As indicated by Eq. (23), it attenuates the antenna noise, and in accordance 
with Eq. (25), it results in generation of thermal noise. It also attenuates the radar echo 
NN is more general because it allows any reference point to be chosen, including the SYS- 

tern input terminals, for which case TN = TNI. 
tFor a discussion of the “available loss” concept, see Ref. 4, pp. 17-20. 
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Fig. 7 - Antenna noise temperature for typical conditions of cosmic, solar, atmospheric, 
- ground noise. The dashed curves indicate the maximum and minimum levels of 
cosmic and atmospheric noise likely to be*observed. The horizontal dashed line is the 
a*sumed level of ground-noise contribution (36’K). 
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signal. The definitions given for G, , T,, and T, are designed to allow a single definition 
of L, in these three roles. 

If various lossy components of the transmission-line system operate at appreciably 
different thermal temperatures, T, or T,(1) must be computed from a cascade formula, 
A suggested conventional value for T, is the value already standard for receiver noise- 
factor rating, 290”K, applicable except when the transmission line or some of its compo- 
nents may be expected to operate at considerably above or below ambient temperature. 

The effective receiver input noise temperature T, is related to the receiver noise 
factor m (IRE Standard 59 IRE 2O.Sl) by the formula 

T, q (@ - 1) T, , (26) 

where T, = 290”K, the reference temperature for noise-factor measurement. 

This formula is strictly applicable to single-response receivers, as are also Eqs. 
(23) and (24). The somewhat more complicated expressions applicable to multiple- 
response receivers are given in a previous NRL report (4), which also contains more 
detailed discussion of all the foregoing material, together with the detailed calculation of 
the curves of Fig. 7. 

Listed below are some points concerning the use of the noise-temperature concept 
which are not always recognized, although some of them may seem trivial to those who 
are experienced in its use. For details see Ref. 4. 

1. Antenna noise temperature, as represented by the curves of Fig. 7 and as usually 
defined, represents only the effect of external radiating noise sources, and does not in- ! 

clude noise generated by any dissipative elements of the antenna itself. Therefore, noise 
of the latter type must be accounted for by including antenna dissipation losses in the loss 1 
factor L,. (Th is is also consistent with the usual way of computing received signal power.) ! 

I 
2. The factor L, must be defined as the available loss, which is the ratio of the avail- 

able power at the line input to the available power at the line output. This loss will not in I 
all cases be the actual dissipation loss that occurs; it is the loss that would occur with a 
matched load on the line, whether the load is matched in the actual case or not. A dis- 
tinction must sometimes be made here between a load matched to the line in the Thevenin I 
Theorem sense, and one which is matched to the characteristic impedance of the line; the I 
former meaning is applicable in this case. However, ordinarily the distinction is not : necessary. ! 

3. The average noise temperatures ordinarily used in signal-noise or radar range 
calculations are engineering approximations which are usually accurate enough for prac- 
tical purposes, but a rigorous treatment requires noise temperature to be viewed as a 
point function of frequency, so that total noise power is computed by integrating over the 
receiver passband rather than multiplying by an arbitrarily defined bandwidth. Compli- 
cations arise especially in the case of multiple-response receivers; however, the average- 
noise-temperature concept can be extended to this case (4). 

4. The noise temperature of a system, transducer, generator, or load must always 
be referred to a particular point, pair of terminals, or port, to be meaningful. A trans- 
ducer has both an input and an output noise temperature, and noise temperature in a cas- 
cade system may be referred to any point in the cascade. Output noise temperature is a 
more basic quantity, since noise temperature actually always describes outout noise, 
although it may do so in terms of an equivalent noise power referred to the input termi- 
nals (or port). On the other hand, as a figure of merit for comparing the signal-to-noise 
performance of different transducers or systems, only the input noise temperatures have 
significance. 
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5. As is well known, the noise temperature specification of a transducer is meaning- 
less unless the impedance of the input termination is also specified. However, it is a 
common and acceptable practice to omit specification of the input termination on the as- 
sumption that the optimum termination is meant (the one which results in minimum noise 
temperature). 

6. Existing IRE transducer noise temperature definitions at the time of writing, 
based on Eq. (26), are not satisfactory for multiple-response transducers. Definitions 
that are suitable are given in Ref. 4. Improved official IRE definitions are under con- 
sideration. The definitions that result may or may not coincide with those given in Ref. 
4; however, those of Ref. 4 are consistent with the range equations of the present report 
and will therefore be valid for range calculation. Moreover, no changes in the definitions 
applicable to the single-response receivers ordinarily used in radar systems are contem- 
plated. (It is understood that the new definitions are to be published by the IRE in March 1963 .) 

Pattern-Propagation Factor (F) 

The pattern propagation factor F, as defined by Kerr (8), is the ratio of the actual 
field strength at the target to that which would be observed in free space at the same 
range, in the beam maximum. As used in the range equations of this report, the further 
provision is made that the field strengths in this definition shall be those that would exist 
in the absence of any propagation-medium absorption. This is because such losses are 
taken into account in the system loss factor L. Strictly speaking, this “separating out” 
of absorption loss from other propagation effects may not be a valid procedure in some 
cases of multipath propagation, but it is ordinarily permissible and results in great sim- 
plification of formulas. 

The principal factors taken into account by the pattern-propagation factor are then 
the antenna pattern, reflection-interference effects, refraction,. shadowing, and diffraction. 

Separate factors F, and F, are used for the transmission and reception pattern- 
propagation effects. This is only necessary when the transmitting and receiving antennas 

1 are not identical in location and pattern. In the discussion that follows, the subscripts 
L will be omitted, but it should be realized that the computation of F, and F, must in some 

cases be performed separately for the two propagation paths. , 

The pattern factor of the antenna beam f(e,+) is the ratio of the radiated field strength 
(electric intensity) in the angular direction O,+ to that in the beam maximum. In free 
space, F = f(B,+), and in the beam maximum, f(B,4) q 1; hence, in free space in the 
beam maximum, F = 1. If this value is used in the radar equation, the resulting range is 
called the “free space range” of the radar. This range, when corrected for atmospheric 
absorption, is applicable, under idealized atmospheric conditions, to a radar whose an- 
tenna beam is vertically narrow and directed at the target elevation angle, provided fur- 
ther that the target elevation is more than a half beamwidth - or, more precisely, that 
there is no appreciable energy reaching the target by a reflected path. 

Under some conditions, however, F may be practically zero, or as great as 2, due 
to interference of direct and reflected waves. Under special conditions, values of F 
greater than 2 are possible. Since the radar maximum range is directly proportional to 

i F, when F = 2 the range is double the free-space value. Therefore the reflection- 
interference effect is sometimes a very important factor in radar performance. 

The slight refraction that occurs normally in the atmosphere (standard refraction) 
d%S not generally affect F, but it does affect the range-height-angle relationships of 
targets, as will be discussed. No formulas are given here for computing F when anom- 
alous refractive effects, variously called superrefraction, trapping, and ducting, occur, 
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because these effects are so variable and complicated. They are discussed in detail by ;; 
Kerr et al. (8). While they are of fairly common occurrence, they primarily affect detec- v.‘“; 
tion of surface or very low altitude targets, although high-altitude ducts or refracting 
layers may also occur. 

The presence of trapping layers in the atmosphere may create radio holes, or regions 

in which F 2 0, and therefore also RsO 2 o. The importance and prevalence of such re- 
gions as factors in radar detection of air targets is at present a matter of some contro- 
versy, requiring additional experimental study for its resolution (18). However, in a 
large proportion of practical cases it seems quite certain that such effects do not occur 
to any significant extent in ground-to-air propagation paths, especially below 1000 MC. 

The factor F is of primary importance in the range calculation when there is reflec- 
tion from the earth or sea. This effect is treated extensively by Kerr (8), for both the 
flat-earth approximation and the more general spherical-earth case. The latter case is 
generally important only for radars located well above the earth (e.g., airborne). Read- 
ers interested in this case should consult Kerr, pp. 112 ff. Here only the flat-earth case, 
applicable for most surface-based radars (antenna height less than a few-hundred feet) 
will be considered. (Even for this case, however, the so-called divergence effect of the 
earth’s curvature will be considered for low-angle rays.) 

Reflection from the earth or sea creates an interference lobe pattern in the vertical 
plane parallel to the propagation direction, analogous to the Lloyd’s mirror effect of 
optics. This is usually, or often, the principal effect that has to be taken into account in 
computing F. Formulas for variable possible conditions may be derived. The general 
equation is 

F = jf(0,) t pDf(Ba) .-% (27) 

where f(B) is the pattern factor at the angles of the direct ray from antenna to target 
(0,) and of the reflected ray (ez), p is the magnitude of the reflection coefficient of the 
surface, D is the divergence factor that accounts for “spreading” of the reflected rays 
due to curvature of the surface, and the angle a is the phase difference, at the target, of 
the direct and reflected rays, When the pattern factors of the transmitting and receiving 
antennas are not the same, and including for generality the dependence of F on azimuth 
as well as elevation angle (although the azimuth angle will ordinarily be the same for the 
direct and reflected rays), this leads to 

F, F, = If,(e,~~,) f,(e,,+,) + P D [ft(f++,) frv2d2) 

‘+ f,(e,,+,) f,(e,,+,)] emi + p2 D2 f,(e2b2) f,(e,,+,) e-2ial. (28) 

In ordinary trigonometric notation, Eq. (27) may be written 

F= jJf2(eI) t 2pD f(e,) f(6),) .COS (L + p2 D2 f2(e2)l. 

The angle a may be written as the sum of two terms: 

(274 

a=Pty, (29) 

where p expresses the phase difference due to the path-length difference of the direct 
and reflected rays AR, and y is the phaseadifference resulting from the process of 
reflection. 

The phase change p due to a path difference AR is equal to 2n radians multiplied by 
the number of wavelengths in AR, which is 277 AR/X. For the flat-earth case, trigonomet- . - . _. _ . _ ric analysis indicates that When the target range is very large compared to the radar 
antenna height, 
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AR 2 2h sin 8 = y, (30) 

where h is the antenna height above the reflecting surface, 8 is the target elevation 
;. angle, H is the target height, and R is the target slant range. Therefore, for this case 

p = 4n h sin B 
A 

radians (31) 

which can also be written 

p _ 4nhH -- 
AR 

radians. (314 

For most range-equation purposes, Eq. (31a) is inconvenient because it results in a 
transcendental equation in R. One exception occurs, however, when P is very small, as 
in the analysis of detecting a target well below the first-lobe maximum of the interfer- 
ence pattern; in this case sin p can be approximated by p, and a useful range equation 
results, involving the target height H instead of the target elevation angle 0. 

For sea water and horizontal polarization, y is virtually a constant, of value 180 
degrees (n radians). Actually it is 180 degrees at zero grazing angle, increasing very 
slightly to less than 184 degrees at normal incidence within the normal range of radar 
frequencies. For vertical polarization, at zero grazing angle y has the value 180degrees, 
the same as for horizontal polarization, but at greater grazing angles it is a complicated 
function of grazing angle and frequency, as shown in Fig. 8. 

The identification of the ordinates of these curves with the angle y in Eq. (29) is 
restricted to the case in which the direct and reflected rays are practically parallel to 
each other. This requirement will be satisfied if the target distance is large compared 
to the antenna height (a condition that the formulas given for F require for other reasons 
also), and if the target is at a positive elevation angle with respect to the antenna posi- 
tion. For analyzing the interference of vertically polarized waves without this restriction, 
the behavior of the purely vertical and purely horizontal (longitudinal) components of the 
direct ray, the incident ray, and the reflected ray, and the definition of “reflection coef- 
ficient” for each component, must be separately considered (Ref. 8, p. 397). 

When a single antenna is used and the beam is symmetrical with respect to the hori- 
zon, Eq. (27) becomes 

F = F, = F, = (f(8) 41 t p2 D2 t 2pD cos al. 

bre B is the target elevation angle. 

(32) 

If the antenna polarization is horizontal (y Y n), the antenna height is low, the tar- 
get elevation angle is such that earth’s curvature can be neglected, and the target range 
ia great compared to the antenna height, then 

cos a 2 - cos fi = - CO8 

in many practical cases - e.g., for low-frequency radar with a moderately smooth 
.‘@a - it is permissible to assume that p = 1 andiD = 1. Applying Eq. (33) to Eq. (32) and 

; ; mrforming some trigonometric manipulation* then results in the simplified formula 

nR the relation \/ 2- 2 COSp = 2 sin(/?/P). 
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Phase angle of the reflection coefficient as a function of graz- 
angle for a smooth sea and vertical polarization,for several radar 

wavelengths from 3 meters (frequency 100 MC) to 3 cm (10,000 MC); 
Fig. 5.5 of Ref. 8. Ordinates may be identified with angle y in Eq. (29) 
when the radar target is at a positive elevation angle and the range is 
much greater than the radar antenna height. 

)I 
, 

which may also be written 

F = 2 f(e) (sin (0.366 hft f,, sin 8)O1, (35) 

where hf, is antenna height in feet and f,, is the radar frequency in megacycles. The 
angle in large parentheses in Eq. (34) is in radians, and in Eq. (35) i.t is in degrees. 

Thus F oscillates as 0 increases, with F = 0 (nulls or m inima) when 

sin emin 
nX 492 n 

= Ph = fM,,.hft ’ n = 0, 1, 2, 3, . . . 

and F = 2 (maxima, or lobe centers) when 

sin 8,,, = @n-1)X = 246(2n-1) 
4h f n = 1, 2, 3, . . . . 

MC hf, ’ 

(3‘4 
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if 
.?A!; .:.... ,.$.’ These formulas may be  used with good accuracy at frequencies below about 300  MC 
t-tip to moderate elevation angles, and  with smooth seas and  at elevation angles.below about 
:a degree they are applicable up  to considerably higher frequencies. However, for more 
f’accurate calculation, Eq. (32) (and, when applicable, Eq. (33)) must be  used, taking into 
“‘account the effects of the surface reflection coefficient p  and  the divergence factor D. 
‘Moreover,  if the antenna beam is not symmetrical with respect to the horizon, then Eq. 
(27) or (27a) must be  used rather than Eq. (32). 

When  any one  of the factors p, D, f(8,) , or f( ea) is less than unity, the value of F 
at the maxima will be  less than 2, and  in the m inima it will be  greater than zero except 
for the special case in which f (8r) = p  D f(Bz). However, in these cases the maxima and 
m inima will still occur at the angles given by Eqs. (36) and  (37). The  values of F at the 
maxima and m inima will be  

F msx  = f(e,) + P D f(Q,> (38) 

F min = f(e,) - p D f(e,). (3% 

Divergence Factor (D) 

The divergence factor expresses the weakening of the reflected field that occurs 
because the reflecting surface is slightly spherically convex rather than truly flat. This 
effect is of importance only when the antenna is quite distant from the reflection point, so 
that for the low antenna heights considered here, it is important only at quite low grazing 
angles (small values of 8). Kerr* gives the following approximate formula for D in 
terms of 0, applicable when the radar antenna height is moderate (less than 1000 feet) 
and  the target range is much greater than the.antenna height: 

D +(lt,::,)l”‘. (40) 

The  parameter x is given by 

where h is the radar antenna height in feet, and  8  is the target elevation angle. Equa- 
tion (40) is quite accurate for e  2  0.5 degree and  is fairly accurate to 0  = 0  degree; how- 
ever, for x < o (target elevation angle negative), Eq. (40) is not accurate. Kerr also 
gives a  correction formula (Ref. 8, p. 138)  and  curves for improving the value of D com- 
Puted from Eq. (40) when e  Is small (e.g., less than 0.5 degree), as well’ as exact for- 
mu las (Ref. 8, pp. 114  and  404-406).  F igure 9  is a  plot of D as a  function of x. 

Reflection Coefficient of the Sea (p) 

The  sea is the most common reflector that is considered in computing F  by the for- 
mUkw that have been given. At low or moderate frequencies and  elevation angles, the 
8ea  surface behaves like a  smooth flat reflector of radio waves, but the roughness of the 
-face seriously reduces the reflection as the elevation angle of the target and  the fre- 
quency increase. Land may also be  a  good’reflector when it is mo ist and  smooth, and  
the formulas that have been given for computing F may often be  applied for land reflection, 

*Reference 8 pp 137 ff The method is attributed to R A Hutner et al as originally 

.,, .’ 
Phblished in’&& Radiaiion Laboratory Report No. 23, Sipt.’ 28, 1943, Pp. ‘iI-33. 

-4 



32 NAVAL RESEARCH LABORATORY 

I I 

PARAMETER X GIVEN BY EO. 141) 

Fig. 9 -Divergence factor D as a func- 
tion of parameter x defined by Eq. (41); 
Fig. 2.25 of Ref. 8. Values are valid 
for moderate antenna height (< 1000 
feet), target range much greater than 
antenna height, and positive elevation 
angles, with some error below about 
0.5 degree. For more accurate values 
see Ref. 8, pp. 137-138, Fig. 2.26. 

especially at low angles and low frequencies 
At microwave frequencies and at high an& 

r: 
#.“,-. 

however, land is ordinarily a poor reflector ’ 
and p = 0 is a good approximate assumption’ 

E 

to make. 

Analyses of reflection by land and by 
water are given by Norton and Omberg (9) 
and Kerr (8). The detailed analysis of land 
reflection is too complicated for the scope 
of this report, but the sea Surface, even when 
moderately rough, will be considered insome 
detail because it is of great iI’!IPOrtanCe, and 
because it is more readily analyzable, al- 
though the case of the rough sea can only be 
treated very approximately. 

The analysis of the variation of smooth- 
sea reflection coefficient, pot for vertically 
and horizontally polarized radio waves, is 
given by Kerr (8) and the results are sum- 
marized in Figs. 10 and 11. 

When the sea is rough (as it virtually 
always is), it may nevertheless behave as a 
smooth reflector at low grazing angles and 
low frequencies. Rayleigh’s criterion of _ _ .- 

optical roughness states that a surface will reflect essentially specularly if the fol- 
lowing relation holds (19): 

6 h sin 6 < X/16 , (42) 

where 6 h is the maximum height difference between high and low points of the surface 
and B is the grazing angle of the ray of wavelength h. Actually the A/16 value is some--- 
what arbitrary; it does not define a precise distinction between “smooth” and “rough” 
surfaces. It defines a transition region between purely specular (smooth surface) and 
purely diffuse (rough surface) reflection. 

Even when the roughness of a surface (in terms of its physical configuration or sta-” 
tistics) can be specified, the computation of the degree of specularity of the reflection is. 
a formidable problem. In the practical case, sea roughness varies so greatly with the 
wind and other factors that it would be useless to attempt precise calculation of the value 
of p at any given time. A statistical description of p for the range of sea states typically 
encountered would be useful, but complete information does not exist. Therefore it seems 
justifiable to devise some arbitrary convention, conforming to the applicable boundary 
conditions and to the approximate knowledge that is available. An attempt to do this has 
been made, by the author, based generally on Rayleigh’s criterion. Burrows and Attwood 
(19) state that “experience has shown that when the differences in level that constitute 
roughness are of the order indicated (by Rayleigh’s criterion), the reflection coefficient 
is reduced to . . . (about one-fifth) of the value calculated for an ideal surface.” 

To devise the convention for calculating p, a sea of 6-foot wave height was assumed, 
corresponding to moderate roughness. In applying Rayleigh’s criterion, the effect of ’ 
“shadowing” was considered. That is, a ray of small grazing angle cannot be reflected 
from the lowest parts of a surface viewed at right-angles to the waves because the troughs 
of the waves are shadowed by the crests, therefore the effective height-difference S h is 
less than the full geometric height difference, and is a function of the grazing angle, the 
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Fig. 10 - Magnitude of the reflection coefficient as a function of grazing 
angle for a smooth sea and vertical polarization, for several radar 
wavelengths from 3 meters (100 MC) to 3 cm (10,000 MC); Fig. 5.4 of 
Ref. 8 

aspect (azimuth) with respect to the direction of the sea waves, and the (sea) wavelength. 
According to data on sea waves, the average length of waves of 6-foot height is about 
58 feet. 

A formula for the effect of roughness on reflection coefficient should express its 
reduCtion relative to the smooth-sea value; 
The known boundary conditions are that 

that is, it should be in terms of the ratio. P/P,. 

grazing angle approaches zero, and p/p,, 
p/p o -. I as the product of the frequency,and the 

grasfW angle becomes very large. 
-, o as the product of the frequency and the 

These conditions are met by an equation of the form 

P/PO = 
k 

ktA(f,O)’ 
(43) 

nhere k is a suitable constant and A( f, 0) is a positive and monotonically increasing 
bCtiOn of frequency f and grazing angle 8. A constant and function that meet these 

.’ requirements, and conform quite well to Burrows and Attwood’s statement that P/P, 2 0.2 
@en the equality sign holds in Eq. (42), are k = 25 and 

A = 0.011 f;, sin2 0 exp (0.05 ey. (44) 
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Fig. 11 - Magnitude of the reflection coefficient as a function of graz- 
ing angle for a smooth sea and horizontal polarization, for several 
radar wavelengths from 3 meters (frequency 100 MC) to 3 cm (10,000 
MC); Fig. 5.6 of Ref. 8 

In this expression, f,, denotes frequency in megacycles, and e” denotes grazing angle 
in degrees. 

Figure 12 is a plot of Eq. (43) for k = 25 and the form of A given by Eq. (44). It has 
been found to be in general agreement with experiment at a few points where experimen- 
tal data are available, in addition to giving values that are generally thought to be “rea- 
sonable.” Therefore Eqs. (43) and (44) are suitable as a convention or standard for cal- 
culating radar range when sea-reflection is a factor, until improved statistical data or 
calculations permit devising a better one. Details of the basis of Eq. (43), and discussion 
of the work of others on this topic, will be given in Part 2. 

Transmitter Power (Pt) and Pulse Length (7) 

The product P, 7 represents the pulse energy, which is the time integral of the pulse 
power envelope, at the transmitter output terminals. The pulse power is 

P, = + W(t) dt , (45) 

where t is time, T is the pulse period, and W( t ) is the pulse power envelope, excluding 
any nonuseful portions such as spikes and tails. 

The pulse power P, and the pulse length T must be defined in such a way that their 
product is the pulse energy. It is evident that any definition of 7 will give correct results 
if the same definition is used in Eq. (45) and in the range equation. The customary defi- 
nition is the duration of the pulse between half-power points of the envelope. (This defi- 
nition is also used in connection with evaluating the bandwidth-correction factor c,. 
There also, the basis of definition is arbitrary, subject only to rules of consistency.) 

Ordinarily pulse power is measured by measuring average power and dividing this 
quantity by the duty factor, which is the product of pulse length and pulse rate. The basis 
of definition of 7 used in this method of pulse-power determination must of course also 
be the same one that is used in the range equation. 
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Fig. 12 - Ratio of the magnitude of the reflection coefficient (p) to 
the smooth-sea value (p,,) as a function of grazing angle B and fre- 
quency f,, , calculated from Eq. (43) with k = 25 and A as given by 
Eq. (44) 

For some purposes - e.g., analyzing the range resolution or accuracy of the radar 
as a function of pulse length - arbitrary definition of the pulse.length is not permissible. 
In fact the half-power definition is not always a good one for this purpose. The problem 
of formulating a suitable definition for such purposes is not within the scope of this report 
(but it is in order to mention the limited applicability of arbitrary pulse-length definition). 

Antenna Gain (G) 

The antenna gains G, and G, are both defined, on a transmitting basis, as the ratio 
of the power density radiated in the maximum direction to that, at the same range, of an 
isotropic antenna radiating the same total power. If the antenna gain is measured in 
terms of power input rather than power radiated, the resulting figure must be increased 
by the ratio of the input power to the radiated power to preserve compatibility with the 
definitions of the loss factor L and the noise temperature T,. If the antenna gain is not 
l@!vn by direct measurement, it may be estimated by two different methods. These are 
lrot exact gain formulas, .but in the absence of more precise information they are useful. 
In the case of antennas characterized by a large plane “aperture” (arrays, reflectors, 
Ienses), the formula is 

G = kt(y) = k, (I.3 x 1O-5 A,, f;=), 

where the symbols are defined as follows: 

A- actual area of aperture (subscrims sf denote square feet) 
-A- 

“5 ) %Ic - 
wavelength, same units as A112’ 

.y- 
kl - 

frequency, megacycles 
aperture efficiency factor. 
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Generally, k 1 ranges from about 0.6 to 0.9 for well-designed antennas of conven, .:. 
tional beam shape. For a horn-fed paraboloidal reflector it is typically about 0.65, Par 
a linear-array-fed parabolic cylinder, more than twice as long as it iS wide (or high), 
k, 2 0.7. For a Dolph-Tchebyscheff-tapered dipole array, kI 2 0.85. 

Gain may also be estimated for narrow-beam antennas, if the beamwidths are knotps 
from the formula 

where 8, and 8, are the horizontal and vertical half-power beamwidths, in degrees, ‘, s 
The constant k, is about 27,000 for a horn-fed paraboloidal reflector, about 30,008 for 0 
linear-array-fed long parabolic cylinder, and about 41,000 for a Dolph-Tchebyscheff arm,, 

Antenna Beamwidth 
‘,‘i, :: 
I^ $’ 

:’ 

Antenna beamwidth directly affects range calculation through its effect on number 0~’ 
pulses integrated for a scanning radar. The general formula relating beamwidth to an- ., 
tenna size is .i:. 

h 984 k, 
‘i = k3q = dicrtl f,, ’ (44 

where ei is the beamwidth in degrees, in the direction of the i-dimension of the antenna, 
d, is the antenna dimension, h is the wavelength, and f,, is the frequency in megacy- ;+ 
cles. For paraboloidal or parabolic-cylinder antennas, k, has values ranging from ab@ 
60 to 75, for half-power definition of the beamwidth. Equations (47) and (48) assume’kon- 
ventional” antenna designs and beam shapes, and do not apply to antennas having “cosec& 
squared” or other specially shaped patterns. 

For a plane reflector and plane array of the Dolph-Tchebyscheff type of beamwidth’ _,_ 
less than 10 degrees, Eq. (48) applies if the width d is measured between the centers’of-.:I:.. r 
the end dipoles of the array, and if the following values of k, given by Stegen (20)” are,!~$~. 
used for various design values of the side-lobe level: /; .y,yy 1. F :’ .., ,- :‘j. ; j 

Side- Lobe Level (db) k, 
.I. ” 

-20 51.1 
-25 56.0 
-30 60.6 ! 
-35 65.0 
-40 68.7 . . _- 

.j ,~ , \ 

System Loss Factor (L) and Principal Component Losses 
,- _.r I. 

. ciA : .’ 
.s 

Loss factor is defined as the ratio of the power input to the power output of the lOSSp’,~~$; * 
element of the system (i.e., reciprocal of gain). The general loss factor L is the product 
of numerous specific loss factors, certain ones of which are generally present. (L,, is 4 
of course the sum of the component loss factors expressed in decibels.) 

*The beam direction is assumed to be normal to the array. Formulas are also given in 
this paper for the beamwidth of squinted arrays and for arrays of beamwidth greater, 
than 10 degrees. 

--. _.-.-__ ~. ~- 
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In terms of the losses that are generally present, with an added factor to account for 
iscellaneous additional losses, L may be expressed as 

L = L, L, L, L, L,. (49) 

The factor L, is the transmission-line loss that occurs during transmitting. It in- 
all losses between the transmitter output terminals and the radiating surfaces of 

Thus, duplexer loss, losses in joints and couplers, and ohmic losses in the 
““antenna itself are included. (Antenna losses are included because the antenna gain defi- 
“,&ion used is the directive gain, in terms of radiated power rather than power at the input 
: terminals of the antenna.) 

The factor L, is the transmission-line loss on reception, analogously defined (but 
)T. 
,!. 

not necessarily equal to Lo). However, L, is the so-called available loss,* or ratio of 
available power at the antenna to available power at the receiver input terminals, whereas 

Ii, L, is the actual loss (ratio of actual transmitter output power to power radiated by the 
” antenna). Available power is that which would be delivered to a matched load impedance 

(complex conjugate of source impedance). 
” :- 

The factor L , the antenna-pattern loss, accounts for the fact that the gain of a scan- 
ning antenna, in tge target direction, varies from pulse to pulse in accordance with the 

:? antenna pattern, while the antenna gain factors in the equation are applicable to targets 
in the beam maximum. It also takes into account the arbitrary designation of beamwidth, 

,,fOr the purpose of counting the number of pulses integrated, as the half-power value. 
;iAnalysis of these matters (21) indicates that a loss factor of 1.45 (1.6 db) is appropriate 
:~*in the case of unidirectionally scanning radar. For a bidirectionally scanning radar, the 

Problem of analyzing the loss is more complicated. It probably depends on the particular 
scanning pattern employed. In the absence of a more accurate analysis of a specific case, 
this factor may be estimated to be the square of the loss factor for a unidirectional scan- 
% 2.1 (3.2 db). 

For a nonscanning radar, L, = 1, (LpCdbj = 0). If the target is not in the beam max- 
hm for such a radar, appropriate correction should be made in the pattern-propagation 
factor F. In the case of a unidirectionally scanning radar, if the target is displaced frdm 
the beam maximum in the direction orthogonal to the scanning direction, this should also 
be taken into account by the pattern-propagation factor. 

The term scanning loss has been used to mean many different things. Most com- 
monly it has referred to the reduction of radar sensitivity that results when the antenna 
beam iS scanned instead of remaining fixed (searchlighting) on a target. This loss is a 
hCtiOn of the scanning speed and the antenna beamwidth. It is primarily the result Of 
the reduced number of pulses received during the integration time, and is automatically 
&en into account when the minimum detectable signal-to-noise ratio, VO(so) or DSO, is 
determined, from Fig. 2 or 4, on the basis of number-of-pulses integrated as computed 
‘Mm Eq. (16) or (17). Hence no additional scanning loss need be introduced into the cal- 
culation. Sometimes the antenna pattern loss L has been called a scanning loss. This 
i* not an inappropriate label, but it is not used cere because of the confusion that might 
result. 

L, in Eq. (49) represents the loss due to absorption in the propagation medium. L, 
r~resentS miscellaneous further losses that may occur in some applications. Among 
ti Possibilities are collapsing loss, sweep-speed loss video mixing loss video-bandwidth 
,108 ‘. ‘a Pulse-length loss (due’to finite excitation time of ‘certain types of arkay antennas), 
,.z, 

)The necessity for this definition of L 
Of Staaford R * was called to the author’s attention by L-E. 

esearch Institute. 
Davies 
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a n d  po lar iza t ion  a n g l e  loss ( d u e  to  po lar iza t ion  r o ta tio n  by  th e  i o n o s p h e r e ) . T h e s e  losses 
wil l  b e  d iscussed in  d e tai l  in  P a r t 2 . 

P r o p a g a tio n  A b s o r p tio n  Loss  CL,)  

T h e  factor  L, is fo r  loss d u e  to  a b s o r p tio n  in  th e  p r o p a g a tio n  m e d i u m . Curves  fo r  
th is  loss in  th e  a tm o s p h e r e  as  a  fu n c tio n  o f ta r g e t r a n g e  a n d  e leva t ion  a n g l e  a r e  g i ven  by  
Figs. 1 3 - 2 4  fo r  severa l  e leva t ion  a n g l e s  u p  to  1 0  d e g r e e s . T h e s e  a r e  sim i lar  to  curves 
prev ious ly  pub l i shed  ( 1 ,2 ,5 ,7 ) , b u t h a v e  s u b s e q u e n tly b e e n  reca lcu la ted  us ing  sl ightly 
i m p r o v e d  va lues  o f s o m e  o f th e  q u a n tities  invo lved  in  th e  calculat ion.  A lso, th e  o r ig ina l  
ca lcu lat ions w e r e  manua l l y  p e r fo r m e d , b u t th e  reca lcu la t ion  was  d o n e  us ing  th e  N R L  
N A R E C  elect ronic  dig i ta l  c o m p u te r . T h e  n e w  resul ts a r e  in  g o o d  a g r e e m e n t wi th th e  
o r ig ina l  calculat ions,  d i f fer ing very  sl ightly a t s o m e  f requenc ies  a n d  s o m e  e leva t ion  
a n g l e s  d u e  to  th e  c h a n g e d  va lues  o f cer ta in  factors in  th e  calculat ions.  

As  d iscussed in  th e  o r ig ina l  r e p o r t p r e s e n tin g  th e s e  curves ( R e f. 2 , p p . 6 , il), it was  
rea l i zed  a fte r  th e  o r ig ina l  ca lcu lat ions w e r e  m a d e  th a t p r o b a b l y  cer ta in  va lues  e m p loyed  
w e r e  n o t th e  b e s t choices,  a l t h o u g h  th e  d i f ferences in  c o m p u te d  resul ts w o u l d  n o t b e  g r e a t 
if i m p r o v e d  va lues  w e r e  u s e d . B e c a u s e  o f th e  l abo r  o f th e  m a n u a l  calculat ions,  r e c o m -  
p u ta tio n  was  n o t d o n e  a t th a t tim e . 

Fo r  th e  r e c e n t ca lcu la t ion by  m a c h i n e , th e  l i ne -b read th  constant  fo r  th e  o x y g e n  
a tte n u a tio n  was  ta k e n  to  b e  V a n  V leck’s or ig ina l ly  p r o p o s e d  va lue,  Av  =  0 .0 2  cm-’ ( ins tead 
o f th e  two di f ferent  va lues,  ( A IJ)~  =  0 .0 1 8  a n d  ( A u ) ~  =  0 .0 5 , u s e d  previously) .  T h e  va lue  o f 
th e  w a te r - vapo r  l i ne -b read th  constant  ( A Y ) ~  was  ta k e n  to  b e  0 .1  as  it was  b e fo r e , b u t’(&),  
was  ta k e n  to  b e  0 .2 7  ins tead  o f 0 .1 . T h e  sea- leve l  va lue  o f w a te r - vapo r  densi ty  was  
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taken to be 7.5 grams per cubic meter instead of 6.18. The atmospheric pressure and 
temperature values were taken from the ICAO Standard Atmosphere (22). The ray-path 
range-height-angle values were based on the CRPL Exponential Reference Atmosphere 
(a refractive-index model) (3,23) with a surface refractivity N, = 313. The result of all 
these slight modifications is to give very slightly smaller attenuation values at the lowest 
frequencies and slightly greater values at the highest frequencies. For most practical . 
purposes the differences are negligible. 

The calculations were carried out for a greater range of initial ray angles and fre- 
quencies than before, including additional frequencies within the original range of lOO- 
10,000 MC, and four frequencies above it - 15, 20, 25, and 30 Gc. Inasmuch as the ab- 
sorption at these higher frequencies is so sensitive to water vapor, the values shown in 
Figs. 19-24 should be taken as only a rough guide to the losses above 10,000 MC. It is 
important to note that the frequencies 20 and 25 Gc lie on either side of the water-vapor 
absorption resonance at 22.2 Gc. As indicated in Fig. 25, the absorption at this reso- 
nance is much higher than it is at either 20 or 25 Gc, therefore interpolation for absorp- i 
tion values between these two frequencies is not possible. Figure 25 is a plot of the 
attenuation values for two-way transit of the entire atmosphere, corresponding to the f 
maximum-range values shown in Figs. 13-24. Since the absorption at exactly the water- 
vapor resonance frequency, 22.2 Gc, was not calculated, the curves are left broken in 

! 

that region. (The absorption at the resonance frequency, though large, is finite.) ! 
1 

Values have also been calculated for elevation angles of 30 and 90 degrees. Since at i 
these angles the entire atmosphere is traversed in a relatively short distance and the 
computer was programmed to give attenuation values at lo-mile intervals, these results ! I 
are tabulated rather than plotted, in Table 1. (Although the calculated values are given 
to three significant figures, the results do not actually have that degree of absolute phys- 
ical significance.) ’ / 
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Since the absorption loss depends on the range, it is necessary first to calculate the 
range for no loss (L, q l), and then to apply a correction factor based on the loss deter- 
mined for this range, from curves of the type given in Figs. 13-24. Further correction 
may be made, if necessary, by finding a revised loss value for the corrected range, and 
then correcting for the difference between the initial andrevised losses. (Range-correction 
factors for losses in tenth-decibel steps are given in Appendix A, Table A3.) In general, 
the procedure need not be carried beyond this point to achieve negligible error compared 
to the indefinitely continued iterative procedure that would in principle give the “true” 
range. 

Rain may cause greatly increased absorption losses at the higher frequencies, prin- 
cipally above 3000 MC. However, rain is too variable a phenomenon to include as part of 
a “standard” range calculation. The atmospheric absorption losses given by Figs. 13-25 
assume no rain. Nevertheless, in some parts of the world, at some seasons, absorption 
by rain may be quite important.* This subject is discussed by Kerr (8). 

The maximum-range loss values plotted in Fig. 25 are applicable to radar tar- 
gets that lie completely outside the atmosphere, provided they are not in or beyond 
the ionosphere. However, loss due to ionospheric absorption is not significant except 
at the very lowest frequencies considered in Fig. 25, and then only in the daytime. 
Nevertheless, in some applications it may be significant, for targets such as missiles, 
artificial satellites, space probes, or astronomical bodies. This absorptiqn loss has I 

Table 1 
Atmospheric Absorption Losses for 30- and go-Degree 

Elevation Angles t 

R= 10 R = 30 R = 10 
- 

0.0077 0.0138 0.0066 
0.0249 0.0355 0.0174 
0.0432 0.0559 0.0276 
0.0591 0.0728 0.0361 
0.0719 0.0862 0.0428 
0.0819 0.0966 0.0480 
0.0898 0.105 0.0520 
0.0958 0.111 0.0551 
0.101 0.116 0.0575 
0.104 0.120 0.0593 
0.121 0.136 0.0677 
0.126 0.142 0.0705 
0.135 0.151 0.0750 
0.171 0.187 0.0934 
0.275 0.292 0.146 
0.970 0.990 0.495 
1.20 1.22 0.611 
0.735 0.768 0.384 

t ~9 is the elevation angle; R is the radar range, naut. mi. 

100 
200 
300 
400 
500 
600 
700 
800 
900 

1,000 
2,000 
3,000 
5,000 

10,000 
15,000 
20,000 
25,000 
30,000 

R = 20 
- 
0.0131 
0.0347 
0.0551 
0.0720 
0.0854 
0.0958 
0.104 
0.110 
0.115 
0.119 
0.135 
0.141 
0.150 
0.187 
0.291 
0.989 
1.22 
0.765 

R = 20 
- 
0.0070 
0.0178 
0.0281 
0.0366 
0.0432 
0.0484 
0.0524 
0.0555 
0.0580 
0.0597 
0.0681 
0.0710 
0.0754 
0.0939 
0.147 
0.496 
0.611 
0.384 

Frequency 
(MC) 

Two- Way (Radar) Attenuation (db) 

e= 30” e = 90” 

*Since this material was written, the need has arisen, in connection with a specific prob- 
lem, to provide attenuation data for a “standard light rain” and a “standard heavy rain” 
for radar range-calculation purposes. This work will be reported in Part 2. 
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“b e e n  c o m p u te d  fo r  a v e r a g e  cond i t ions  by  M illm a n  ( 2 4 ) , fo r  o n e - w a y  p r o p a g a tio n  th r o u g h  
‘i ‘th e  e n tire ‘i o n o s p h e r e . T h e  loss is a  fu n c tio n  o f e leva t ion  a n g l e  a n d  a lso  var ies  
,g r e a tly b e tween  d a y tim e  a n d  n i g h ttim e . In  th e  d a y tim e  th e  loss a t 1 0 0  M C  m a y  b e  
.&  g r e a t as  1 .3  d b  ( 2 .6  d b  fo r  two-way r a d a r  p r o p a g a tio n ) , wh i le  a t n i g h t it is less 

‘th a n  0 .1  d b , o n e - w a y , fo r  th e  worst  case  (smal l  e leva t ion  a n g l e ) . Fo r  h i g h  e leva t ion  
Ia n g l e  th e  loss a t 1 0 0  M C  is a b o u t 0 .2  d b  d a y tim e  a n d  0 .0 1  d b  n i g h ttim e , o n e - w a y . 
T h e  dec ibe l  loss is p r o p o r tio n a l  to  th e  inverse  s q u a r e  o f th e  f requency.  T h u s , a t f re-  
quenc ies  a b o v e  a  fe w  h u n d r e d  megacyc les  i onospher i c  a tte n u a tio n  is ord inar i ly  neg l ig ib le .  

In te g r a tio n  Loss  a n d  O p e r a to r  Loss  

T h e  c o n c e p t o f “in tegra t ion  loss” is s o m e tim e s  e n c o u n te r e d  in  th e  lite r a tu r e  o f r a d a r  
r a n g e  ‘calcu la t ion ( 1 2 ,2 5 ) . In  th is  a p p r o a c h , th e  q u a n tity V , (o r  s o m e  sim i lar  factor)  is 
e v a l u a te d  o n  th e  a s s u m p tio n  th a t c o h e r e n t in tegra t ion  o f th e  N  pu lses  h a s  occur red .  T h e n  
a  loss factor  is a p p l i e d , a c c o u n tin g  fo r  th e  d i f fe rence in  va lue  o f V , fo r  c o h e r e n t a n d  n o n -  
c o h e r e n t in tegra t ion  o f th e  N  pulses.  

Th is  a p p r o a c h  is n o t u s e d  h e r e . T h e  va lues  o f V 0 ( 5 0 )  o r  D ,, g i ven  by  Figs. 2 - 4  a r e  
th o s e  fo r  n o n c o h e r e n t in tegrat ion,  wh ich  is th e  fo r m  o f in tegra t ion  ord inar i ly  e m p loyed.  
Fo r  spec ia l  cases  in  wh ich  c o h e r e n t in tegra t ion  is possib le ,  th e  a p p r o p r i a te  m o d if icat ion 
O f Fig.  4  h a s  b e e n  desc r i bed  ( E q . (20) ) .  T h e  “in tegra t ion  loss” a p p r o a c h  is d e p r e c a te d  
by  th e  a u th o r  b e c a u s e  it r equ i res  a n  a d d i tio n a l  factor  a n d  a n  a d d i tio n a l  ste p  in  th e  cal -  
culat ion,  a n d  ( p e r h a p s  pr imar i ly )  b e c a u s e  o f th e  impl icat ion th a t in tegra t ion  is a  p rocess  
th a t resul ts in  loss. In te g r a tio n  is o f cou rse  a  g a i n fu l  process,  a n d  th e  te r m  “in tegra t ion  
1 0 ~ s ” real ly  m e a n s  “th e  loss i ncu r red  by  in tegra t ing  n o n c o h e r e n tly ins tead  o f c o h e r e n tly.” 
“N o n c o h e r e n t- in tegrat ion loss” w o u l d  b e  m o r e  a p p r o p r i a te , b u t m o r e  c u m b e r s o m e . P r e -  
sumab ly  th e  intent  o f th e  c o n c e p t is to  e m p h a s i z e  th e  i m p r o v e m e n t th a t resul ts wi th 
c o h e r e n t in tegrat ion,  a n d  to  fo r m u l a te  th e  r a n g e  e q u a tio n  fo r  th is  “idea l” case,  wi th a  
loss factoFfor  d e p a r tu r e  f rom th e  ideal .  H e r e  th e  a p p r o a c h  h a s  b e e n , fo l l ow ing  N o r to n  
a n d  O m b e r g  (9) ,  to  fo r m u l a te  th e  e q u a tio n  so  th a t it app l ies  direct ly to  e i ther  th e  pract ical  
case  o r  to  th e  idea l  case.  

T h e  c o n c e p t o f “o p e r a to r  loss” is a lso  s o m e tim e s  e m p loyed,  to  desc r ibe  th e  inc rease  
in  V ,, r e q u i r e d  by  a  typ ica l  o p e r a to r  c o m p a r e d  to  a n  idea l  o p e r a to r . H o w e v e r , h e r e  a g a i n  
th e  a p p r o a c h  h a s  b e e n  to  express  V , directly, in  Figs. 1  a n d  2 , as  th e  va lue  app l i cab le  to  
a n  actua l  h u m a n  o p e r a to r . T h e  “o p e r a to r  loss” te n d s  in  pract ice to  b e c o m e  a n  arb i t rary  
factor  to  a c c o u n t fo r  o b s e r v e d  d isc repanc ies  b e tween  c o m p u te d  a n d  o b s e r v e d  r a d a r  p e r -  
fo r m a n c e , a n d  wh i le  in  s o m e  cases it m a y  b e  a  va l id  e x p l a n a tio n , it m a y  in  o th e r  cases  
te n d  to  b e  m isused.  In  a n y  case  it is to o  v a g u e  a  c o n c e p t to  e m p loy in  a  r a n g e  ca lcu la t ion 
a i m e d  a t e v a l u a tin g  th e  mer i t  o f a  p a r ticu la r  r a d a r  d e s i g n , o r  fo r  o th e r  e n g i n e e r i n g  
W P o s e s . 

% e m - D e g r a d a tio n  Loss  

Inc lus ion  o f a  sys tem-degrada t ion  loss factor  in  r a n g e  C a l C d a tiO n S , as  is s o m e tim e s  
d o n e , is d e p r e c a te d , fo r  r easons  sim i lar  to  th o s e  just d iscussed.  T h e  inc lus ion o f such  
a  factor  te n d s  to  d i scou rage  a tte m p ts to  e v a l u a te  o th e r  r a n g e - e q u a tio n  factors as  p r e -  
cisely as  possib le .  T h e r e  is little  p o i n t in  express ing  o th e r  factors to  th e  n e a r e s t te n th  
O f a  dec ibe l  w h e n  th e  “system d e g r a d a tio n  factor” c a n n o t poss ib ly  b e  speci f ied th a t 
c loselY,  excep t arbi trar i ly.  It m a y  b e  a r g u e d  th a t s o m e  o f th e  o th e r  r a n g e  e q u a tio n  fac-  
ks a r e  o fte n  n o t k n o w n  very  prec ise ly  e i ther  -  
th e  P a tte r n - p r o p a g a tio n  factor.  

n o tably,  th e  ta r g e t cross sect ion a n d  
H o w e v e r , th e s e  q u a n tities  a t least  h a v e  prec ise  va lues  

in  pr i r% iple,  wh ich  by  i m p r o v e d  m e a s u r e m e n t o r  th e o r e tica l  te c h n i q u e s  m ight  b e  d e te r -  
m i n e d , s o m e tim e s  sta tistically. B u t system d e g r a d a tio n  loss d o e s  n o t e v e n  h a v e  sta -  
‘O n a r Y  S ta tistica l  p r o p e r ties, a n d  c a n n o t eve r  b e  e v a l u a te d  precisely.  
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Of course, the fact that “system degradation” exists cannot be ignored. The app$&,,~ ;1 
recommended here, however, is the use of values for system parameters in the ranwh’. 

& 

equation that are the most realistic possible values, not “laboratory peak” values-bTt= 1 
nevertheless representative of a properly maintained and adjusted system in the field o;* 
aboard ship. If specific components are known to deteriorate with time in a predictable 
way, it is appropriate to use a mean operating value for the recommended component 
lifetime. (Presumably the range of values thus permitted would not be great.) But, mcIu, 
sion of a factor for deterioration due to poor maintenance is inappropriate in a range 
calculation in which an attempt is made to evaluate the physical factors as accurately as 
possible. 

When the range has been calculated on the basis thus recommended, it is a simple 
matter, of course, to apply arbitrary degradation factors to it, if it is desired to note the 
effect that possible amounts of degradation would have. (The range factors of Table ~3 
Appendix A, are especially convenient for this purpose.) , 

If military or naval agencies wish to allow for an arbitrary amount of system peri 
formance degradation in system performance specifications, it is recommended that they 
allow for this by upgrading the nominal range requirement rather than by stipulating 
inclusion of a degradation factor in the contractor’s calculation of expected range of a 
proposed system. The latter practice may make it almost impossible to determine whether 
the delivered system complies with the specification. 

Coverage Diagrams 

For surface-based radar systems, to which the material of this report directly ’ 
applies, the target elevation angle 0 is an important parameter in the range calculation, 
Although it does not appear explicitly in the range equation it enters into the calculation 
of the system noise temperature T,, the pattern-propagation factor F, and the absorption 
loss L,. In certain types of elevation-scanning radars the antenna gain G, the number of 
pulses per beamwidth per scan N (which affects V,), and even the frequency f,, may be 
functions of 8. Therefore the range of a surface-based radar generally varies with the 
target elevation angle, and accordingly a full description of a radar’s maximum-range 
capability can in general only be given in terms of a coverage diagram, plotted for a 
vertical plane extending from 0 = 0 degrees to B = 90 degrees. In some instances, of 
course, the range is of interest primarily for a particular angle, or small range of 
angles, for example at or near B = 0 degrees. In such cases a coverage diagram is not 
necessary; a single range figure will suffice. But in general the diagram is required. 

As is well known, radio rays are bent slightly downward in the earth’s atmosphere, 
and this fact must be taken into account in plotting coverage diagrams, since it affects 
the range-height-angle relationship. The refraction of rays by the atmosphere is ordi- 
narily very slight, but appreciably affects the altitude of low angle rays at practical radar 
detection ranges. The effect varies with the condition of the atmosphere, primarily the 
water-vapor content. Therefore it is necessary to specify a particular refractive condi- 
tion of the atmosphere as standard for plotting radar coverage diagrams. The refractivity 
model suggested (3) is the CRPL Exponential Reference Atmosphere (23), with the surface 
refractivity value N, = 313 (corresponding to the index of refraction 1.000313). The height 
dependence of the index according to this model is 

n(h) = 1 t 313 x 10m6 exp(0.04385 h), 

where h, the height, is in thousands of feet. Given this dependence, the ray paths for 
various initial elevation angles may be calculated (3,23). 
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$& .X.1 For radar coverage diagrams, a range-height-angle chart on which the rays are 
‘,‘&aight lines is desirable, to facilitate plotting the range as a function of the initial ray 
,:,&gle. Such a chart has been constructed for the refractivity model of Eq. (50), and is 
,:&own in Fig. 26. The method of constructing such a chart is described in an NRL Memo- 
UITandum Report (26). 
.; 
.’ The range plotted in this chart is the “slant range” of the target (distance along the 

ray path from radar to target), not the ground range (distance along earth’s surface). The 
heights and angles are plotted with respect to the position of the radar antenna. There- 
fore the actual target height above the earth’s surface, for the ranges and angles indi- 
cated, would be the height shown on the chart plus the height of the antenna. In practical 

_ cases this will be a negligible correction, since the antenna height must be assumed to be 
1 low in using this chart, Moreover, it must be kept in mind that this chart is meant solely 

9s a “convention,” representing a rough approximation to the average results that would 
.-be obtained for a wide range of practical conditions, including various land altitudes as 
well as various atmospheric conditions. It should never be used as a basis for precision 

F,$uget altitude measurement from radar angle and range data. For this purpose charts 
;;b$eed on the known altitude at the radar site should be used, and separate charts should 
‘.‘$e used for different seasons of the year and also for different conditions of the atmos- 
‘q’#ere during a given season. (Ideally, of course, a chart based on the measured refrac- 
“*!tiVity profile should be used.) Details of this subject are contained in the literature (27- 

‘.‘,fQ) but are beyond the intended scope of this report. 
_ : I I. .‘*; . . ’ ‘. A convention employed for determining the range-height-angle relationship when the 
“:denna and target altitudes are both low is the so-called 4/3-earth’s-radius principle. 
,,ktUally this amounts to assuming that the atmospheric refractive index as a function of 
:@ght has a linear negative gradient given by :, 

&= 1 
dh -4a’ (51) 

‘.*ere a is the earth’s radius. On a chart in which the geometry is distorted so that the 
‘,, mth’s surface has a radius of curvature 4/3 as great as its true radius, the ray paths 

for this assumption plot as straight lines. 
amention is given by 

The range-height-angle relationship for this 

H = ht6076Rsin8t0.6624R2cos20, (52) 
.‘hlig re H is the target height and h is the antenna height, both in feet, R is the target 
*nt range in nautical miles, and B is the target elevation angle. This expression is 
bd e on an assumed true earth’s radius of 3440 nautical miles, or a 4/3-earth-radius y.;;)qt 4587 

ni~lltisill miles. 

R, = 1.23fi 9 (53) 

The limits of usefulness of this expression are about H = 10,000 feet and R = 100 
mUe8 at low illlgles. It is a useful formula for plotting ranges and heights that are too 
“-11 to be plotted on Fig. 26. For ranges and heights that are too large for Fig. 26, the 

lea of Table A4 Appendix A, may be used. This table includes the values used in plot- 
6 Fig. 26, but exiends them to a height of l,OOO,OOO feet (165 nautical miles) and a slant 
-p of 1120 miles at B = 0 degree. When the ray height is in or beyond the ibnosphere 

“hbe~ins at about 250,000 feet), these values are valid only at frequencies high 
‘to be unaffected by ionospheric refraction, above about 500 MC. Reference 24 

U8ses the refractive effect of the ionosphere at lower frequencies. 

‘80 metimc?s it is of interest to determine the “horizon distance” of a radar, for a 
-,antenna height h. In terms of the 4/3-earth’s-radius conventioe this is given by 
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‘. 
where R, is the horizon distance in nautical m iles and  h is the antenna height in feet. 
Thus a  target at height H would be  on  the radar horizon when its range is that given by 
the intersection of this H curve with the 6’ = 0  degree line in F ig. 26, plus the horizon 
range given by Eq. (53). This result is based on  a  m ixed set of conventions, but for the 
usual values of h  in Eq. (53) the result is insignificantly different from the one  that would 
be  obtained on  the sole basis of the CRPL refractivity mode l. 

Frequency ( fsrc) 

Questions seldom arise concerning the proper value of frequency to emp loy in the 
range equation, because the bandwidth of the transmitted signal is usually a  small frac- 
tion of the nominal or center frequency of the signal spectrum. A question can arise, 
however, whenever the radar frequency is varied from one pulse to the next, for what- 
ever reason, if the variation is appreciable. 

One  situation of this type that is becoming more common is found in frequency- 
scanning radars, in which the antenna beam direction is changed by shifting the frequency. 
When  the frequency scanning is in the vertical direction, the radar frequency becomes 
still another factor contributing to the elevation-angle dependence of the range capability. 
When  the scanning is in azimuth, then in principle the range is an  azimuth-dependent 
quantity. In practice, the frequency variation is usually small enough,  over the entire 
scanned sector, so that using the average or med ian frequency for range calculation is 
Sufficiently accurate. The  point is ment ioned here, however, both for completeness and  
because it is entirely conceivable that a  radar m ight emp loy frequency variations large 
enough to affect the range appreciably even if the transmitter power, receiver noise tem- 
perature, and  dissipative losses remained constant. 

It must not be  overlooked, moreover,  that the range equation contains factors that 
are f requency-dependent in addition to the frequency term itself. The  antenna gain is 
Strongly frequency-dependent,  while the system noise temperature, some types of losses, 
SOme propagat ion effects, and  in some cases the target cross section are dependent  upon 
frequency in varying degrees. System noise temperature is a  decreasing function of fre- 
quency at vhf and  low uhf, while in the m icrowave region it is increasing. For constant 
atenna aperture and  scanning speed, the number  of echo pulses returned during the trav- 
erse of the beam across the target will decrease as the frequency increases, since the 
hamwidth decreases with frequency (Eq. (48)). Accordingly, for this situation, the visi- 
m tY factor V, becomes an  increasing function of frequency. Therefore it is not a  sim- 
Pie matter to state the total dependence of radar range upon the frequency of operation. 
?‘he appearance of the square root of the frequency in the denominator of the equation 
ca be  entirely m isleading, since the product (G, G ,)l14 in the numerator is directly 
ProPortional to frequency if the effective aperture sizes of the antennas are held constant. 

If the frequency were to vary appreciably for the individual pulses during the group 
O f Pulses integrated prior to the detection decision, and  if the variation were appreciable 
8o  that simply using an  ‘average frequency value in the range equation would not be  ac- 
ceptable, then a  very involved analysis would have to be  made  to calculate the range cor- 
‘e’% . The  techniques used for analyzing the fluctuating-target cross section would be  
qplicable, al though the noise level as well as the signal level would in this case be  var- 
* from pulse to pulse, because of the frequency dependence of the system noise 
temPerature. 

Radar equations may of course be  expressed either in terms of the frequency f 
the wavelength A which is equal  to c/f where c is the velocity of electromagnetic 

or 

DropalIation, 
?&on beti 

2 .99793 x log meters or 161,875 nautical m iles per second. The  following 
,.‘L  een  frequency in megacycles and  wavelength in feet or meters is useful: 
., : 

. . ,..- ‘,..’ 

’ @:, 
. . . . . . 
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. r:‘. .> ,; ‘;*:: 
; ,:‘:i.’ 
: ,. ‘, 

f 983.573 _ 299.793 MC = - - 
Aft 

-. 
XIn 

The frequency regions considered in this report are designated by the following eui 
tomary abbreviations: . 

vhf (very-high frequency) - 30-300 MC 
uhf (ultra-high frequency) - 300-3000 MC 
shf (super-high frequency) - 3000-30,000 MC (3-30 Gc). 

The following radar frequency-band terminology is also commonplace: 

P-band - 225-390 MC 
L-band 390- 1550 MC 

.. 
- .: 

S-band - 1550-5200 MC 
X-band - 5200-10,900 MC. 

These designations originated during World War II and were employed for reasons of ; /. 
secrecy, but are now unclassified. X-band was also divided into subbands. The designa* 
tion C-band is sometimes used to denote a region encompassing roughly the 5000-6996~ 
MC region - but this notation is apparently not officially recognized by the military &,,.. 
ices. The term “microwaves” generally refers to wavelengths less than 30 cm (frequen.. 
ties greater than 1000 MC). 

‘. ; 
Target Cross Section (u) _C’ ^/ 

. . 
The radar cross-section definition is the standard one given by Kerr (8) and others, 

The dependence of the cross section on geometric properties of the target is discuss4 
by Kerr (8), Norton and Omberg (9), and numerous others. As previously stated, osO .t x+ 
denotes the median value when the target cross section fluctuates. Measured cross s& 
tions are sometimes quoted as the median and sometimes as the mean value, and occa-.:: 
sionally other percentile values have been used. It is recommended that the median be :t‘ i’ 
adopted as standard. The value 1 square meter is conventional for assessing the relative. ” 
range performance of radar systems when no specific target is stipulated. Results of ::;:.. 
measurement and calculation of the cross sections of targets of military interest are “, 
available in the classified literature, for example Ref. 18, pp. 53-151. The target flu&’ i 
tuation characteristics (probability distribution, spectrum) are of importance in opera; ,.I 
tional analysis of radar range performance, but are not needed for the basic type of ra@ 
calculation considered here. Radar cross section is in general a function of frequency,‘; 
aspect angle, and polarization. Hence the complete cross-section properties of a complex 
target cannot ordinarily be expressed by a single number. 

The radar cross section of a target is a fictitious area D such that when the target 
is in a field of transmitted power density S,, and the reflected power density at the radar 
receiving antenna is S,, then 

0 = 4~ Rr2 SJS, F,‘, 
.‘; 

(55) 

where R, is the distance from the target to the receiving antenna. naaar cross secaon.: 
may be measured by using a calibrated radar, whose transmitted power P, and antenna i ‘1~ 
gains G, and G, are accurately known, and measuring the received signal power P, at’,:%b 
the receiver input terminals. Since 

;..z.. 
-” .’ :’ ,. ,” :r 

L,’ :‘.. 

T, ,  ,<~ .? 
, . .  

(56) ,~.;-j 
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s, = pt G, Ft2 
477 Rt2 L, ’ 

where the symbols here have the same definitions as in Eqs. (2)-(4). Equation (55) in ‘. terms of the known or measurable radar quantities then becomes 

(57) 

(477)3 Rtz Rr2 pr L, L, 
u = 

P, G, G, A2 Ft2 Fr2 
(58) 

‘2, 2. 
:; ., .‘; 

,G;:.: :’ which is an equation for radar-cross-section measurement. (The equation as written 
: .:& .:~;Q: assumes a consistent set of units, e.g., watts, meters.) In the monostatic case, of course, 
.:‘;‘.: R, q R, = R. w , .a .,;; ‘.,, I 
‘*. ,:+c .,&. It is possible to measure radar cross section also by a comparison method, whereby 
‘%;y’ the only quantity on the right-hand side of Eq. (58) that is needed is P,. That is, the 
‘$’ equation may be written 
!iL’\ 
-.c1. 

‘.!‘; : 

.: ,; 
: b-z.. 

., 1  
u = KP,, 

:.a :, < 4 .r’.: and then the value of K may be determined by measuring P, when the target has a known 
.??” value of (T (a so-called standard target). In fact, only the ratio of the values of P, for . . . ‘, .: ,.. 
.;.r the standard target and the unknown target is needed, since 
‘$i. 

j. ., 

:;,:.. 

.;; 

:i>::. : 

0 = us P,(u) 
P,(cTs) = r”Q’ 

i ‘$ 
;;$i; where (sJ is the standard-target cross section. 3 

Standard targets are often spherical reflectors of known diameter. The sphere is an 
ideal standard target because its cross section can be accurately calculated (8) and the 
cross section is independent of aspect angle. If the radius of the sphere a is larger than 
the radar wavelength, the radar cross section is asymptotically (as a increases) equal to 

?$. ne2, the projected geometric area of the sphere. . a:. Figure 27 shows the exact behavior of 
;;:;;; Q as a function of the ratio a/X for a sphere. ._-F. Reference 8 also gives the theoretical 
~~::...results for the cross sections of targets of other simple shapes. A few of these are of ,:: ,i .,.. sufficient interest and importance to include here. 

‘: :: . . 
: .’ ‘: The monostatic cross section of a large flat plate viewed perpendicularly to the sur- :: ; 

., s;,-v~;~‘~ face is 
,‘G,‘. : :;,; ..:;:< :: 

477 A2 
u=7v 

(61) 

re A is the area of the plate, assuming that both the width and length of plate are 
e compared to the wavelength; the exact shape is immaterial, except that the edges 

ust not be wildly irregular. (There must not be projecting portions whose width is 
all compared to a wavelength.) 

‘. The cross section of a large cylindrical object viewed perpendicularly to its axis is 

u = 2na&2 
A ’ (62) 



NAVAL RESEARCH LABORATORY 

.05 0.1 0.2 0.5 1.0 2 

a/x 

Fig. 27 - Radar cross section of a sphere, normalized relative to projected 
geometric cross section n a2, as a function of its radius B  relative to the 
wavelength A, from Fig. 6.1, Ref. 8. As B  /A increases beyond the values 
shown, the oscillations of u become progressively smaller and converge to 
the value 77 ar. 

where a is the radius of the cylinder and 4 is its length, both assumed large compared 
to A. 

The cross section of a thin unloaded half-wave dipole viewed perpendicularly to its 
axis and with the polarization optimum is approximately 0.88 h2. Its average cross sec- 
tion over all orientations and polarizations is approximately 0.11 X2. 

The targets thus far discussed were assumed to be small compared to the lateral 
dimensions of the radar antenna beam and the range dimension of the radar pulse (“point” 
targets). For area-extensive, range-extensive, and volume-extensive targets, the effec- 
tive value of u to be entered into the range equation becomes a function of the beamwidth, 
or the pulse length, or both. Such targets are characterized by a quantity a0 called* 
“radar cross section per unit area (or length or volume),” and the total effective cross 
section is obtained by integrating u” over the area covered by the radar beam, or over 
the range depth of the radar pulse, or both, if the echo signals from the elemental scat- 
tering areas or volumes add noncoherently in the radar receiver. For the coherent case, 
the integration must be performed on a signal-voltage basis, taking phase into account; 
*The notation ~0 was originally used in analysis of sea and ground return (“clutter”). Its 

application here to extended targets in general is a somewhat loose use of the notation. 



red 

its 
sec- 

al 
point” 
ffec- 
width, 
* 

3ss 
ver 
cat- 
case, 

mt; 
1. Its 
Lion. 

The typical complex point target, unlike the sphere, has a very complicated pattern 
,d reradiation, even for the purely monostatic case, so that the cross section is usually ‘i 

-’ $ strong function of the aspect from which it is viewed by the radar. Thus for aircraft 
%etS the nose-aspect, tail-aspect, and broadside cross sections are often given. When 
* aspect is not specified for an airplane, usually the nose aspect is meant, since this is 
@ One Of greatest interest both militarily and for many (but not all) civilian radar appli- 
-ions. The suggested standard value of 1 square meter for calculating radar perform- 
we corresponds approximately to the nose aspect of a small or medium-sized fighter 
Ureraft, although variation by a factor of at least 10 in either direction may be observed 
fOr different fighter-type airplanes at different frequencies. 

EsPeCially at the higher frequencies, even when a target maintains a constant nOmi- 
W asPect, slight changes of aspect may occur as well as vibration or other motion of 
&@ refiecting elements. The result is that typically the echo from any moving target 
Quctuates in amplitude and in phase 
@ChO detection problem. However 

This fact complicates the statistical analysis of the 
as has been shown (16) if the target cross SeCtiOn is 

median value, hen the range as given by Eqs. (4) and (5) is approxi- 
probability-of-detection value whether the target is steady or fluctuating. 

” 
’ convenient result hinges upon adoption of 0.5 probability as a convention for stand- 

rrd ra%e calculation as well as upon specification of target cross section as the median 
W”@g In order to calculate the range for other probabilities it is necessary to know the 

.‘;‘-lete Probability distribution, or density function, for the target. Moreover, the pro- 
‘K ‘Wre is quite complicated. 

,, ,, ,:.-YfJis. 
Swerling (30) has published results of fluctuating-target 

;. ‘., 
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” ‘his result is then converted into an effective cross section. In either case, appropriate 
,*eighting factors must be applied to account for the variation of F and R, if these quan- 
tlties vary appreciably over the region of integration. 

In the case of the area-extensive target, in addition to this dependence of u upon the 
hamwidth, there will also be an increase in the number of echo pulses received as the 
beam traverses the target (for a scanning radar). The effective number may be calcu- 

::liited by analyzing the amplitude or power pattern of the echo pulses received as a func- 
.- tion of angle, as the beam scans, and taking the half-power angular width of this pattern 

.-as the effective beamwidth (a, or 0,) in Eqs. (16) and (1’7). For targets of width consid- 
-&ably greater than the actual antenna beamwidth, the effective beamwidth will be approx- 

imately equal to the target angular width, provided that the detection device or observer 
Is capable of fully integrating the resulting number of pulses. 

In the case of the range-extensive target, there will be an enhancement of detecta- 
bility of the echo, compared to a point target of the same cross section, due to the 
lengthened received pulse. This effect may be taken into account, in Eqs. (4) and (5), by 
OSing the received rather than the transmitted pulse length 7 in addition to calculating u 

” ih the manner described. However, unless the receiver passband is tailored in width and 
8hape to this received pulse, then an appropriate value of C, or m must be used, based 
on the relationship of the received pulse to the receiver passband. 
>l, 

: z*.,. In the case of the volume-extensive target, both the beam-widening and pulse- 
~&igthening effects occur simultaneously. These effects must be taken into account in 
‘=a1cu1ating maximum detection range, as with Eqs. (4) and (5). When a calculation of 
; range for a given signal-to-noise ratio is being made, as with Eq. (3), then (z must be 
..@culated in the manner described (if the target is extensive), but the increased number 
oaf Pulses per beamwidth and increased received pulse length do not affect the calculation. 

%Ss-Section Fluctuation 
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An approach often taken to the calculation of radar range for a fluctuating target iI , : 
to use for o in the range equation the average value (or the median, perhaps) and to -: “h, 
include (as a component of the system loss factor L) an additional loss called “fluctuw 
loss” to account for the difference in range that would result when the target is fluctuzt,.. :- 
ing compared to that for the steady target of the same cross section. The necessary lorr 
factor depends upon the probability of detection for which the range is desired as weR U. 
upon the percentile value of the cross section entered into the equation, upon the proba-,.Y. 
bility distribution of the target fluctuation, and upon the number of pulses integrated,. & 
low probability of detection, target fluctuation may actually produce a gain rather’tbn a: 
loss.) Swerling analyzed several assumed fluctuation distributions, and his results in&- 
cate less than 0.3 db difference from the nonfluctuating case at the 0.5-probability point,, 
depending somewhat on the probability density function assumed for the target fluctuaw 
For “Rayleigh” fluctuation, the difference is less than 0.1 db. Kaplan (31) has also m;.. 
lyzed the detection of fluctuating signals. 

It is often assumed that the received voltage amplitude (predetection) for a fluct~t-; 
ing target has a Rayleigh distribution. This is equivalent to assuming that the two- -4; 
dimensional probability distribution, taking into account phase angle, iS Gaussian, an .:‘: F 
assumption based on the central limit theorem of probability theory. This theorem as;,+ 
sumes that the total received signal is the (vector) sum of voltages from a number of ’ .‘e;. 
reflecting elements within the total target complex, that the phases of these voltages are’- 
varying with respect to one another randomly and independently of all the others, and &at 
the individual voltage amplitudes are all of comparable magnitude - i.e., that no one or 8 
few predominate. These assumptions are satisfied for some large complex targets, x.2 
including the older airplanes of less rigid constructions, at high enough frequencies for 
vibration of the airplane parts to be significant. Examples of cases which ideally satisfy. 
the requirements are the “clutter” echoes received from sea waves, the echo from rain 
at frequencies such that the individual drops reflect, and the echo from aggregations of 
the small artificial aluminum reflectors called “Chaff.” However, many modern aircraft 
are characterized by distinctly non-Rayleigh distributions, which suggest that the total 
echo is the result of a rather few predominant reflecting surfaces, especially in the Vhf 
and low uhf regions. 

Because of its historical importance and also because it is actually applicable t0 ‘/ 
some targets, the Rayleigh probability density function will be stated. The mathematical 
formulation in terms of the median voltage as the parameter is 

pi(v) = 2(ln2) + 2 -(v/v,,) 2 

V50 
(63) 

where v is the voltage amplitude and vso is its median value. Since the target cross 
section fluctuates proportionally to the square of the received signal voltage, it is deduc- 
ible that the corresponding density function for the cross section (T is 

pa(u) = e 2-O ‘Qso , (64j . 
, : 

which is a “negative exponential” distribution, although because of thk above-described “’ 
relationship to a Rayleigh-distributed signal voltage, targets having this cross-section;.‘. 
distribution are called “Rayleigh” targets. 

Another important factor in discussion of target fluctuation characteristics is the 
spectrum of the fluctuation - its frequency composition, or the fluctuation rate - in 
relation to the radar pulse rate, integration time, scanning speed, and beamwidth. This 
factor determines the statistical dependence or independence of the signal amplitudes 
separated by various amounts of time, e.g., by the pulse period or by the scan period. 
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0 pulse-to-pulse fluctuations within a group of integrated pulses are much less important 
tuation f ‘.:!;.‘$tr the detection statistics than the lower frequency fluctuations that affect the average 
ctuat- [ .‘!(integrated) amplitudes of successively observed pulse groups. 
ry loss __. 1. 
irell as ; -, -;.e Short-period aircraft-echo fluctuations may be caused by propeller or jet-turbine- 
roba- i blade modulation and by vibration of structural parts. Slightly longer period fluctuations 
!d. (At i ‘may be due to roll, pitch, and yaw, which cause aspect variation. 
than a 
s indi- 
point, 
tuation 
) ana- 

Ictuat- 

an 
n as- 
: of 
;es are 
and that 
)ne or a 
3, 
2s for 
satisfy 

; -. . Sometimes very long-term fluctuations of aircraft echoes (with periods measured in 
minutes) are observed. These may in some cases be due to fluctuating propagation fac- 
tors, but it is also conceivable that they are due to small course corrections of the air- 
craft made at frequent intervals. These would cause slight aspect changes, with resultant 
cross-section changes which may be quite large. The question of which of these explana- 
tions is more generally applicable was discussed at a Naval Research Laboratory sym- 
posium (18) on radar detection theory in 1956. The experiments needed to settle the ques- 
tion are difficult, and so far as is known by the writer, have yet to be performed. 

: : i.: 
; Thus there are many matters still to be resolved before the analysis of the effect of 

target fluctuation on radar range may be considered to be satisfactory, and therefore this 
rePort does not attempt to present methods of handling the problem in practical range 

: Calculation. The foregoing discussion indicates why it seems desirable, at present, to 
avoid attempting any sophisticated consideration of target fluctuations in “basic” radar 
mge calculation. Nevertheless, in military-operational analysis of radar-system capa- 
bility, the subject cannot be avoided. The following section is therefore a brief sketch of 
&me Of the theory and practice that have been evolved. 

n rain ’ 
Ins of 
aircraft ’ BLIP/SCAN RATIO AND CUMULATIVE PROBABILITY 
total OF DETECTION-‘ 

he vhf 

.e to 
amatical 

(63) 

:ross 
s deduc- 

’ The concepts of blip/scan ratio and cumulative probability of detection were devel- 
ed by the Operational Evaluation Group of the Office of the Chief of Naval Operations 
&iFf the latter part of World War II and in the early postwar years (32). It had been 
med that with scanning radars the echo (blip) strength fluctuated from scan to scan, and 
when the target was near maximum range, the echo would appear on some scans and be 
*sent on others. The fraction of scawon which a blip was observed, averaged over a 
@mall range interval, was named the blip/scan (B/S) ratio. It is apparent that this quan- 
w is a function of target range, and corresponds to the probability of detection that has 
ken dis Cussed, when the observer’s integration time (ti, Eq. (15)), is less than the scan 
@@rid Of the radar. 

%e &Wept of cumulative probability of detection was developed to express the oper- 
: rtaon;il effect’ iveness of scanning radars against approaching targets. It answers the 

qp#stion, “What is the probability that an approaching target (e.g., aircraft) will have 
% detected by the time it reaches a given range?” Evidently this question requires a 
bledge Of the target speed and the radar scan rate as well as the variation of the blip/ 
+.!atio as a function of range. It is a military-operational concept, primarily. 

(64) 

cribed 
!. 

section B0th the blip/scan ratio and cumulative probability of detection concepts are limited latn:h .e aPPlicability especially as new scanning techniques are gaining ‘acceptance. HOW- 
@%, ft is of 

+yh 
some historical interest at least, to present a brief review of these ideas; 

is the : eY are still of practical value in some cases. 
- in 
h. This i 
.tudes ; ” ‘f .) 

of the Blip/Scan Ratio 

eriod. t ” The variability of blip strength, and of presence or absence of a blip on a particular 
8.;. ,;:I > ‘. . would in principle be observed even for a target of steady cross section (e.g., a 

“;. .!. 
$7 ; 

. . 
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t. “3:. 
i: : :. 
:: . .L, ,,b 

sphere) because of the combining of the signal with the noise in the detector,, ff 
the only factor operating, the range dependence of blip/scan ratio would be &.aG 
culated, and moreover, the ratio would go from very small (near zero) to v&]r k’ 
unity) values of blip/scan ratio-fairly steeply as a function Of range, especfaily u 
detection-decision is based on integration of only a few pulses SO that the s~rr;r~-td; 
ratio required for detection IS fairly large. (The foregoing language is’not pr&,i 
should be adequate for conveying the general idea.) _i ’ i :.,$. 

Therefore, 

target fluctuation characteristics (amplitude 
calculation is difficult when the combined 
be considered. But where the signal 
be ignored, and the calculation is much simpler. 
titular range R, the blip/scan ratio 4(R) is equal 
Q causes it to exceed a threshold value ut; that is, 

WV q ( 

2.. - ,..,;yr; 
,& 

P(U) da r ‘G 
et(R) ,: $3 

,- ,“, _’ ‘.: ..:, :$ -.::: i. 
where P(U) is the probability density function for the cross-section flu&tat&~ $ 
threshold value is given by “1.-. ,,:; , ,,.. .- 

where Rio is the range computed by means of Eq. (4) or (5) assuming F -T 1.. & 4 I” 
ily deduced that when p(o) is given by Eq. @I), i.e., for a Rayleigh target, . ..., i,J 

.‘I :. &* ,, ,. ̂  %: $4 

4(R) = 2 -WFR;,)’ 
,” .*-g 

“3: 
I 

:.:+: -8 
‘Z 

WhenF= 1 (free-space propagation) the resulting curve for flR) $8 e.@ljf 4’ 
puted. When F is a function of target elevation angle, however, as descriw$$ && 
et seq., the range-dependence of F must be obtained by assuming a specific t@$g# 
tude, and a much more complicated 4(R) function results. Moreover, Eqs. (66) .& 
assume that such factors as L, and T, do not vary appreciably as the target (pte6 
ably at a fixed altitude) changes range; hence these are essentially low-frequency (vu 
low uhf) equations. ?. :: 

Another consideration at higher frequencies is the “fineness” of the sea-tC?fbCt# 
interference lobe structure. A high-speed aircraft may fly through an appr~$Ik@ @# 
tion of a lobe during the scan period of a radar. F is no longer a slowly’ varJr199 bB#~_ 
of time and range, in relation to the usual radar scan rates, and the statfStic4 l#W& 
$ no longer permits F to be considered as a quasi-stationary parameter; Fwt #, j 
comes part of the statistics, contributing “fluctuation” due to the random port d w 
structure in which the target is observed from scan to scan. The analysis Qf fbtr 
lobe structure” case has been made by Alderson (33), for the Rayleigh tWZ% m 
the fluctuation contribution of the receiver noise. Alderson also has ar@W### k- 
of roll and pitch of the radar platform (ship) for an unstabilized antenna 
simplifying assumptions and the further assumption that the roll and Pit 
not integrally or nearly integrally related to the scan period. 



. 
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umulative Probability and “Operator Factor” 

In principle, if the probability of detecting the target on a single scan at range Ri is 
, assuming that the target fluctuation is independently random from scan to scan, the 

;@zumulative probability P(R) that the approaching target will be detected at least once by 
&the time it reaches range R is :,.i’ 
, : 

P(R) = 1 - w 

lj: where the scans occurring prior to the target reaching range R are numbered 1,2,3, . . . . 
:.;: ,, .:;.. $.S... . .,.::.: The assumption that the fluctuation is independently random from scan to scan may 

&&t be justified in all cases (18), so caution must be used in applying this formula. More- 
q:gver, evaluation of the pi’s may be very difficult. If they are known as a tabulation of 

values from experimental data, calculation of P(R) from this formula will require exces- 
,gi.‘sive labor unless a digital computer is employed. However, for certain assumptions 
‘;‘: concerning the form of Pi as a function of range, the product term of Eq. (68) can be : 
* Fepresented as an integral, and solutions have been obtained by OEG analysts (32). : ..i ;.: : There are so many questions concerning the validity of assumptions necessary for 
.‘, Fomputing cumulative probability that it is not the intention here to present the concept as 

a practically useful one, but rather to mention and describe it briefly as a matter of his- 
, ;tqrical interest, primarily. However, under some circumstances the necessary assump- 
:?i.tiOns may be realized, and calculations of cumulative probability may then be of value. 
^;ir _a ‘a,+. ;:~:~ ,,. : The probability of detection on the i th scan, at range Ri, would be +(Ri) ideally. 

~$‘&nera~y h owever, analysts have postulated that the human operator suffers from fatigue, 
?%oredom, ‘etc., so that P. is somewhat less than 4 i, the latter being taken as the ideal or 
‘.; theoretical value that wo;ld apply with an alert or alerted observer (operator). ,.. An “oper- 

@or factor” is defined to express this relationship: . .’ . . ., ,;C’,. . ,. :y. :. 'i = PO Jli ' (69) 

operator factor is generally defined as the probability that the operator will see the 
-@$ho assuming that it appears (is detectable). In practice, however, p has tended to be 

“’ J!sed as a curve-fitting parameter to account for all differences betw:en theory and ex- 
Thus its usefulness as an engineering quantity based on extensive experimen- 

data is limited. Moreover, it was originally assumed that p, was a “constant” for a 
xperiment or a given operator and environment. Later it was realized that oper- 

‘:.&r factor would certainly be a function of the signal strength, and hence of ICI itself, and 
pibly of other factors. Although some analysis and experiments have been performed 
..,I explore this more sophisticated viewpoint (34), it must be said that the role of oper- 

r in radar range theory remains in a somewhat nebulous and unsatisfactory State. 
o been proposed (32) that an operator recognizes the presence of a target OI’dY if 
rved for a succession of k scans, where k may be 1, 2, or even more. The 

ability of successful outcome for this sequence of events is p,tik, on the assumption 
applies only on the first scan of the sequence, the operator thereafter being 

d alert and attentive (p, = 1). (It is also assumed that the’ k scans all occur Within 
range interval, so that $ remains constant.) 

is sometimes asserted that the military operational effectiveness of a radar should 
ssed in terms of the range for a stated cumulative probability of detection, ‘with a 
assumption for the operator factor (i.e., p, < 1). While this statement undoubt- 
merit, the fact remains that cumulative probability can only be given for a target 
ied speed and specified fluctuation characteristic, and a good operator-factor 

!S not available. Therefore it seems preferable, to the author, to evaluate the 
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relative merits of radar 
observation probability 
operator. Admittedly th 
essential ingredient of the full merit rating. The coverage diagram, expressing R,, as;‘! 
a function of angle, together with a statement of scanning speed (information rate), con- : 
stitute a fairly complete des,cription of the radar’s capabilities, without the complication; 
of assumptions about target fluctuation characteristics, operator factor, and target speed, 

RADAR RANGE EQUATIONS FOR A 
NOISE- JAMMING ENVIRONMENT I, 

Although it was stated in the introduction that equations would be presenteionly for 
“basic” range calculation, not taking into account such factors as “clutter” echoes or .,, 
jamming, the case of wide-band noise jamming is of special interest, and equations will ’ 
be given that apply to this case, in terms of the basic equations and other environmental. 
assumptions already described. : 

at the receiver input dueto the jamming is considerably greater than the noise power 
represented by the quantity k TNBN, and therefore the factor k TN in the equation* is . 
replaced by an expression representing the received jamming power density. This 
expression contains the factors G,, L,, F,, and f,, in such a way that they cancel the 
corresponding factors in the original equation. The equation thus obtained for RsO in 
nautical miles is 

The equations to be given are derived from Eq. (4) by assuming that the noise power. 

I 

The situation first assumed is that the target to be detected by the radar (usually an 
aircraft) is carrying a jamming transmitter which radiates a noise signal having an effec- 
tive spectral power density of Pj watts per megacycle. The jammer is also assumed to 
have an antenna gain Gi in the direction of the radar. The noise is assumed to be of the, 
same nature as the noise already present in the radar from natural sources. Its band- 
width is assumed sufficiently larger than the radar receiver bandwidth so that the effec- 
tive noise power radiated within the receiver passband is Pj B,, where B, is the receiver 
noise bandwidth. I 

R50 
= 4.81, x lo-3 F, Pf(W TP=C Gt O50 ("4m) [B 1 

l/2 

j(w/Mc) 'j 'o(50) 'B L 

, 

The loss factor L, as given by Eq. (49), must be modified in Eq. (70) by deleting L, 

and by redefining Z, as the one-way absorption loss (half the decibel values given by 
Figs. 13-25). Moreover, for scanning radars LP should be reduced to about half the 
decibel value that would apply for the no-jamming case, because the received jamming 
power is reduced during the part of the scan when the antenna-beam maximum is not 
pointed directly at the jammer. .Another equation, applicable when the jammer is not 
at the target position, can be similarly derived, but it contains additional terms. Inhis 
expression, Eq. (71), the range of the jammer, Rj (nautical miles), appears in the nume-’ 
rator, and a pattern-propagation factor for the jamming-signal propagation path, Fit 
appears in the denominator. (This factor accounts for propagation effects and also for the 
pattern factor of the radar receiving antenna in the jammer direction.) The factor F, does 

j 

not cancel out of the equation, and the exponent l/4 is retained. The frequency term f&i i 
the receiving antenna gain G, , and the receiving line loss L, cancel as in the self-screening 
case. Therefore L is again deleted in evaluating L. The decibel value of the absorption 

is in Eq. (71) equal to the two-way radar loss minus the one-way loss for the 
L 

loss, L,, 
I 

*The factor k is Boltzmann’s constant, which does not appear explicitly in Eq. (4) because . . 1 
it has been incorporated into the constant numerical factor on the right-hand side. _, ,s’ i 
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-signal path. L, is the same value as in the no-jamming case; any side-lobe 
loss” may be  accounted for by suitable evaluation of Fj . The  equation is 

% O  = 6.940 x 1O-2 
t(kw) 7psec Gt u 50 ( sq m) Ft2 Fr2 ‘j2 

‘j(w/Yc) ‘j Fj2 ‘o(SO) ‘B L 1 
I/4 

(71) 

. . 
:‘; 

,,,. 1.‘1,’ ..I.’ . . Note that if in Eq. (71) Rj q  RsO and Fj = F,, Eq. (‘70) results. In using both Eqs. 
(70) and  (71) it is apparent  that by making Pj G j very small, or in the case of Eq. (‘71) by 

‘, making Rj very large or Fj very small, very large values of R,, may be  obtained. If 
.~ .the value of RSO thus obtained is larger than the value that would have been calculated 
. ‘without jamming, i.e., from Eq. (4), then of course the range calculated with Eq. (70) or 

.(71) is false and  is so because the assumption that the received jamming-signal spectral 
..Ier.per density is considerably greater than kT, has been violated. In order for Eqs. (70) 

uld (71) to be  valid, the ranges calculated using them must be  appreciably less than the 
‘h&c calculated by Eq. (4). 

., The question arises, how shall the correct range be  calculated when this result is 
?I& obtained? If the range calculated by Eq. (70) or (71) is appreciably greater than that 
.‘~‘jakulatrd by Eq. (4), it means that the jamming is not powerful enough to reduce the 
,,radar range very much, and  Eq. (4) may be  used without much error - i.e., the jamming 
,may bc ignored. If, however, the ranges calculated by Eqs. (4) and  (70) or (71) are com- 
’ parable?, the true range may be  quite difficult to calculate for the self-screening case, 

: .*hnd for the f ixed-range jammer the equation is more complicated than Eq. (71). In each 
.+We the correct equation is obtained by replacing k T, in Eq. (4) by the sum of the jam- 
: Ling and  natural noise-power spectral densities at the receiver input. In the self- 

i’ ereening case this results in a  quadratic equation in Rio. Fortunately this case is not 
:T’,$ much practical importance. ..-.. : ‘.’ ,z;: . ati ,i i The  full derivation of Eqs. (70) and  (71), as well as the equations applicable when the 
F  BTx term must be  retained, will be  given in Part 2. Jamming-range equations applicable 
.@ automatic detection, comparable to Eq. (5) for the nonjamming case, are obtained by 

.,‘:?hPly substituting DsO m  for v,(,,) C, in Eqs. (70) and  (71). *c*’ .: ‘.. 

$CURACY OF RADAR RANGE CALCULATIONS 

Calculations of radar maximum range were, in the early days of radar, notoriously 
me liable. The  reasons were various. 

$V O f pulses * t 
The  dependence of signal detectability on  num- 

-.kMkde on  &e 
m  egrated was not explicitly recognized. Range calculations were often 

assumption that a  signal was detectable if it was of about the same power 
beI as the noise. This was roughly true for many of the early “searchlighting” radars, 
b  W ith the advent of scanning radars it was often far from true. As seen in F igs. l-3, 

may readily be  incurred by making this assumption. 

tic aspect of radar detection.was also not well understood until it Was 
North (13) in 1943, who also first made  clear the role of pulse integra- 

ion process including a  precise analysis of the different results obtain- 
ection and  p&tdetection integration. These considerations have now been 
for many years, and  are taken into account in the equations of this report, 

as elementary and  simple a  manner  as possible. Therefore the ranges CalCu- 
equations are based on  a  moderately sophisticated analysis of the prob- 

be  claimed that if the correct values are used for all the factors O f the 
sult will be  accurate, and  will be  supported by statistical analysis O f 

results. That this is true within reasonable tolerances was shown by the 
in a  classified report on  results obtained with some experimental naval radars 

fa frequencies ranging from vhf to shf. ‘, 
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Nevertheless, a precise agreement between calculation and experiment cannot be z 
expected, partly because some deviation is inherent in all probabilistic processes, and a 
partly because seldom are all of.the factors in the range equation known precisely. pas- 
sibly the least well known quantity in most observations of complex target structures is 
the radar cross section u. (Different workers often disagree by 10 db or more in meas- 
urements of u for aircraft targets. This is probably due largely to the extreme aspect 
sensitivity of o, although calibration errors probably play some part.) In some cases 
significant error in calculation of F may be made. Because of the strong dependence of 
the range on the factor F compared to most of the other factors, this error is more sig- 
nificant than comparable errors in some of the other factors. It may arise especially 
through incorrect estimation of the magnitude of the reflection coefficient p. In some 
cases superrefractive effects may also cause unexpectedly large or small values of F. 
At microwave frequencies, excessive atmospheric moisture, or precipitation, may cause 
absorption losses much higher than those predicted by Figs. 13-24. Also, numerous un- 
recognized losses may occur within the radar system. 

Some of the quantities in the equation are not easy to measure or calculate precisely, 
notably the antenna gain and the system noise temperature. The gain formulas given, 
Eqs. (46) and (47), are approximate expressions, valid only for certain classes of antennas, 
A measured antenna gain figure should be used in radar range calculation whenever pos- 
sible; however, accurate gain measurement is sometimes fairly difficult to accomplish. 
The system noise temperature contains two components that may be subject to appreci- 
able error; the sky noise varies greatly over the celestial sphere (4), and the receiver 
noise temperature is not always accurately known. It is therefore of some interest to 
consider the relative effects of errors in the individual range-equation factors upon the 
total calculated-range error. 

The effect of definite increments of the independent variables is well known. For 
example, the range is proportional to the fourth root of the transmitter power and of 
several other quantities in the equation. Hence a change in one of these quantities by the 
factor x changes the range by the factor x l14. Table A3 shows the relationshipbetween 
the range change and decibel changes in range factors on which the range has this fourth-’ 
root dependence. However, the range is directly proportional to the pattern-propagation 
factor F and proportional to the square root of the frequency f (except that, as discussed 
previously, this square-root dependence on f is only the explicit part of the dependence, 
and assumes that all other factors in the equation are constant as the frequency changes, 
or that their variation with frequency is taken into account separately). 

In considering the effect of sky-noise variations upon the accuracy of the range cal- 
culation, it is necessary to realize that the fourth-root dependence is upon the system 
noise temperature, of which the sky noise is an additive component. Therefore, the sen- 
sitivity of the range to the value of the sky noise temperature will depend partly upon the 
relative magnitudes of the sky noise temperature and the other components of system 
noise temperature; and of course similar statements are true of the other temperature 
components, such as the receiver noise temperature. 

The foregoing discussion has been concerned with the relationship between exactly 
known variations in the individual range-equation factors and the corresponding range 
variations. It is also of interest to consider the range-calculation error that results 
when it may be assumed that each range-equation factor is subject to an error that can 
be estimated statistically but is not known exactly - that is, it can be specified or esti- 
mated in terms of a standard deviation. It is further assumed that the errors of the 
various quantities are statistically independent. Generally this assumption will be ap- 
proximately correct even though there may be some interdependence as discussed in 
relation to the radar frequency. 
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ot be f.3: The following equation, based on Eq. (4), has been derived* for this relationship, 
s, and where the symbol E denotes the fractional standard error of the quantity that follows in 
y. pose parentheses: for example E(P,) is the ratio of the standard deviation of the transmitter 
a-es is 
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E2(F) &RsO) = + $ E2(f,,) t & [E2(t’,) t E’(7) t E2(Ct) t E2(c,) 

+ E2h0) + E’(T,) + E2(v,(,,) ) t E2(c,) t E’(L)]}~‘~ (72) 

In practice, radar engineers usually estimate the uncertainty of the assigned values 
of the range equation quantities which have the dimensions of power, or power ratio, as 
decibel values. Such estimates usually do not have the statistical precision implied by 
the “standard deviation” definition of E in Eq. (72). For purposes of approximate cal- 
&ation, however, decibel errors thus estimated, designated Ed,,, may be converted to 
+ues of E by means of the formula 

E = [antilog 10.1 Edb(] - 1. (73) 

This formula implies that the decibel error value E,, is actually 10 times the logarithm 
$ihe ratio of the sum of the assigned value and the standard deviation to the assigned 
I&e of the range-equation factor. .- 

ea Equation (72) gives the range error (standard deviation) in terms of the symbols of 
& (4). Similar error equations in terms of the symbols of Eqs. (3) and (5) may be 
dbtained by substituting the terms of these equations comparable to those of Eq. (4) into 
40 02). That is, D,, and m of Eq. (5) substitute directly for V,(soj and Cn. Similarly, 
s and S/N of Eq. (3) substitute for 7 and VOCSbj, and C, drops out. 
‘/ ,s 
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was ma& at the author’s request by John Wood under the direction of 
the NRL Radar Division Mathematics Staff. The details of this deriva- 

given in Part 2. 
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APPENDIX A 

A WORK-SHEET FORM FOR RANGE CALCULATION 

In this appendix, a work sheet based on a slight modification of Eq. (4a) is presented, 
with tables, curves, and auxiliary equations needed for the calculation. 

he modified equation is 

*SO 7 100 F antilog & 4.45 t 10 log P,ck,j + 10 k! Tp,ec 

- 1% 

+ ‘t(db) + cr(db) + lo log uSO ( =lm) 
- 20 log f,, - 10 log T,, 

- “o(SO)(db) - ‘B(db) - Lt(db) 
-L p(db) 

-L a(db) -L x(db) * 1 (AU 

s equation differs from Eq. (4a) in that some of the constants have been manipu- 
place the factor 100 on the right-hand side. This is done for convenience in 
ble A3 as an aid to the calculation. Also, the equation is written using the system- 

tCmperatUre T,, so that the L, term does not explicitly appear in the equa- 
Full-page curves for the “visibility factor” V, se)&, for the bandwidth-correction 
Cs, for the antenna noise temperature T,, d an the atmospheric absorption loss L,, 

frequency range 100 to 10,000 MC, are included for ready reference in this appen- 
ong with the work-sheet form and a full-page-size sample of the coverage-diagram 

The curve for the detectability factor D,, is also included. The work sheet may 
d for computing range on the basis of Eq. (5) by using DsO in place of V, so , and 

) in place of Cn It may also be used for computing on the basis of & 13) by 
n place of V,(,ol, replacing c by B changing the range-equation decibel 

rom 4.45 to 34.46 (40 log 7.268)rand dieting the rpsec entry. 

~movable (perforated-edge) copies of the work sheet and of the range-height-angle 
stage diagram) chart are included at the end of this appendix. These may be used as 
&rS for quantity reproduction if desired. 
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PULSE-RADAR RANGE-CALCULATION WORK SHEET 

For use with ML Report 5868 

1. Compute system input noise temperature, Tm, following outline in section (1) below. 

2. Enter range factors known in other than decibel form in section (2) below, for reference. 

3. Enter logarithmic and decibel values in section (3) below, poSithe Values in plus column, negative in 

minus. (Example: If v,( sOlcdb) as given by Fig. Al or A2 is negative, then - V,tsOj(db, is PositiVe, goes 

in plus column.) To convert range factors to decibel values, use Table A2. For Cscdb) use Fig. A3. . 

I Radar antenna height: h = ft. Target elevation angle: 6 = ‘. (See Fig. A12). 1 

c+ 
z3 ‘ c-$f: I”-:& ze-2 
cn* &X., ‘; 
c”, 2# 
- P; c;-+ ml :- 
c.3 2; 

(1) COMPUTATION OF T,,: (2) RANGE FACTORS (3) DECIBEL VALUES PLUS (+) MINUS (-) 

P 
T NI = ‘. + ‘r(I) + L, re 

t(*.) lo log Ptfk.\ I 
7 ~ *set I * . 

(a) For general range corn- o, I 
I 

c.. .a 
putation, use Figure A5 for -X(00) 

*.* =, %( db) 

bb) To find L,, given LrIAh,, 
OSO( *q.lD. ) 10 log OS0 

- 20 log f,, I use first and second co&& fue 
of Table A2. 

bI- x - 10 log TN1 II I I 

(c) Also in Table A2, opposite 
L,(,,l in first column, read 
T,( r l in third column. 

Note: If thermal tempera- 
ture (T,) of transmisstonline 
is appreciably different from 
290”K, multiply Table A2 

~ values of T ,(I) by f@O. 

8. Multiply R, by the pattern-propagation factor. 
See Eqs. 27 - 44, and Figs. 8 - 12. 

9. On the appropriate curve of Figures A6 - All, determine the atmospheric-absorption- 
loss factor, Lacdbl, corresponding to R’ . This is L.(dbl(il I 

19. In Table A3, find the range-decrease factor corresponding to L.(,,)(i), si- 

11. Multiply R’ by St. This is a first approximation of the range, RI-----t 

12. If Ri differs appreciablyfrom R’, on the appropriate curve of FiguresA -All fin 
the new value of L .(db) corresponding to R,. This iS L,(,,i(,l I I 

13. In Table A3, find the range-increase factor corresponding to the difference between- 
L.(db)(l) and L.(db)(Q- This is b2. 1 

14. Multiply R, by S2. This ls the radar range in nautical miles, RSO _____t 

Note: If the difference between La(&)(t) and L.(db 
range value. and steps 12 - 14 may be omitted. If t 

(2) is less than 0.1 db, Rt may be taken as the final 

final range value, and steps 9 - 14 may be omitted. 
.(&,)(I) is less than 0.1 db, R’ may be taken as the 

(For radar frequencies up to 10,000 megacycles, cm- 
rection of the atmospheric attenuation beyond the LaCdbjfp, value would amount to less than 0.1 db.) 
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The following equations from the text of the report are repeated below for 
-‘:$rposes. 

reference 
For additional details and equations the text should be consulted. For defini- 

.:$,yns of the symbols see Table Al. 
~I ,, . . IL. i .., 
“,NfJMBER OF PULSES PER SCAN, 
,.I., UNIDIRECTIONAL (AZIMUTH) SCANNING 
.s 

N = 
8;: PRF 

6 (COS e,) i?i% 
(16) 

NUMBER OF PULSES PER SCAN, ORTHOGONAL 
BIDIRECTIONAL SCANNING 

N = 
e; e; EF 

6 (COS Be) wy t, iii% 

(above equations) valid if 8,Jcos ee < 90”’ 

PATTERN-PROPAGATION FACTOR FOR 
SEA-REFLECTION INTERFERENCE 

‘. If f(te) = f(-e): F = 1 f(8,) 1 t p2 D2 t 2pD cos a I 

I 
If also Y = 7r: 

(for calculating p and D, see Figs. 8-12). 

F = i f(B,) lsin (0.366 hf, f,, sin @“I . 

ANGtES OF MINIMA 

492 n 
sin emin = - , 

fhk hf, 

n =‘O, 1, 2, 3, . . . . 

-US OF M-A 

sin e,,, = 246 (2n- 1) 
f 

, n = 1, 2, 3, . . . . . 
MC hf, 

W OF ANTENNA OF AREA A (SQ FT) :. 
, ; - 

_ ‘., 
G = ki 

( 
1.3 x 10-~ A,, 

2 
f,, 

> 
:;‘- .~ 

+. 
-:,i”.,. :::%>I ,, (ki = 0.6 b 0.9 for efficient designs). 

(17) 

(32) 

(33) 

(35) 

(38) 

(37) 

(48) 
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GAIN FOR KNOW-N BEAMWIDTHS 

G=+ 
‘h ‘: 

(k = 27,000 to 41,000). 

BEAMWIDTH FOR KNOWN APERTURE, di 

ei = 
984 k, 

di(ft) f MC 

(k3 = 50 to 75). 

TARGET ALTITUDE VS ELEVATION ANGLE, 
SMALL HEIGHT AND RANGE 

H = h t 6076 R sin 8 t 0.6624 R2 cos2 0 

(H, h, feet: R naut mi). 

HORIZON RANGE OF LOW ANTENNA 

Rhor = 1.23 \/r;;T 

(naut mi, ft). 

.-s I I mfi m I 
+‘.’ __“_, -_-~-.. .-.1 .I_. I..- - 

.‘k 

:  ‘* 

f  
.  :” 

-4. 
vi, ,  

Ic I  /jr. 

;52 

<-“i 

r-- 
a,* 
<Pi 
<“Pi 
Fi.3 
w 

(47) ;; 
cc? 

(48) 

(52) 

(i3) 

FREQUENCY VS WAVELENGTH 

f 
983.573 299.793 

MC = ~ q 
Aft A meters 

RADAR CROSS SECTION OF LARGE FLAT 
PLATE, AREA- A 

4n A2 
a=hZ 

RADAR CROSS SECTION OF LARGE CYLINDER, 
LENGTH 4, RADIUS a 

2n a t2 
(T = -. A 

RADAR CROSS SECTION OF LARGE SPHERE, RADIUS a >> X 

u = na 2 

(for a < 2h, see Fig. 26). 

(54) 

(61) 

(62) 
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(61) 
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:. Table Al 
f?; List of Range-Equation and Auxiliary-Equation Symbols with Brief Definitions 
.‘. ‘,‘ (For Use with Range-Calculation Work Sheet) 

%O - for scanning radar, range of 0.5 blip/scan ratio; for’ searchlighting 
radar, range of 0.5 probability of detection during observer’s integration 
time 

P t(w - transmitter pulse power output, kilowatts, measured at transmitter out- 
put terminals 

Tprec - radar pulse length, microseconds, between half-power points of pulse 
waveform 

,ft* % - directive antenna gains on transmission and reception, in beam maxima; 
ratio of radiated power density in beam maximum relative to that of an 
i&rope radiating same total power, at same range 

*SO (sq m) - median radar cross section of target, square meters 

he 
%I 

r. 
T *(I) 

vo(so) 

a 
& 

tt 

h 

L. 

La h - loss factor for “other” losses that may occur in specral cases 1 
i: 

- radar frequency, megacycles 

- effective system input noise temperature (referred to system input 
terminals), degrees Kelvin 

- effective noise temperature of antenna, degrees Kelvin (see Fig. A5) 

- effective input noise temperature of receiving transmission line, de- 
grees Kelvin (see Table A2) 

- effective input noise temperature of receiver, degrees Kelvin (see Table 
W 

- receiver noise factor (IRE Standard 59 IRE 2O.Sl); IRE Proc. 48:60 
(Jan. 1960) 

- visibility factor for optimum bandwidth, 0.5 probability of detection (see 
Figs. Al and A2) 

- bandwidth correction factor (see Fig. A3). 

- product of receiver predetection bandwidth, cycles per second, and pulse 
length, seconds (as used in connection with Fig. A3) 

- power loss factor for transmission-line system (including antenna ohmic 
losses) during transmitting; ratio of power delivered at transmitter out- 
put terminals to power radiated, 

- power loss factor for transmission-line system (including antenna ohmic 
losses) during reception; ratio of available power captured by receiving 
antenna to available power at the receiver input terminals 

- antenna-pattern loss factor for scanning radar; for unidirectional scan, 
4, = 1.45 (1.6 db); for orthogonal bidirectional scan, an estimated value 
is L, = 2.11 (3.2 db); for searchlighting (nonscanning) rad.ar L, = 1 (0 db) 

- loss factor for absorption by propagation medium (for atmospheric loss, 
see Figs. A6 to All 

Table continues 
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Table Al (Continued) 

F 

N 

% 

t, 
P 
D 

h 

w,) 
h 

H 

- pattern-propagation factor; ratio of electric field intensity, radar-to- 
target and target-to-radar, in absence of propagation-medium absorp- 
tion losses, to that which would exist in free space in beam maximum at 
same range; see Eqs. (27) to (44) 

- number of pulses integrated, or number per scan on target within half- 
power beamwidth 

- azimuth beamwidth of antenna, degrees 

- vertical beamwidth of antenna, degrees 

- target elevati.on angle, degrees 

- radar pulse rate, pulses per second 
- antenna rotation rate, revolutions per minute 
- vertical scan speed, degrees per second, at the target elevation angle 
- vertical scanning period, seconds, including dead time if any 

- reflection coefficient of earth, sea (0 =< P =< 1) 

- divergence factor (0 6 D 5 1) 

- antenna height 

- antenna vertical pattern factor, for f(0) = 1,. f( te) = f(-e) f(0) = 1 

- radar wavelength 

- target altitude 
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Table A2 . . ‘. Transmission Line and Receiver Input Noise Temperatures 
‘i,.Z 
i 
‘?j Opposite the decibel value of the transmission-line available loss L,, in the first column, find 

in the second column the corresponding power-ratio value of L,. In the third column, find the cor- 
responding value of transmission-line input noise temperature T,(I), assuming that the thermal 
temperature T, is approximately equal to To = 290”K, according to the formula 

T r(I) 
= T, (L,- 1). 

If in the actual case Tt has an appreciably different value, multiply these values of T,(r) by T,/290. 

, .  

.c  

i. 

*  

-. 

. ,  

’ 
^ 

i‘ 

: :  

2 

Opposite the decibel value of receiver noise factor W in the first column, find in the third 
column the corresponding value of receiver input noise temperature I,, according to the formula 

1, = To (RF- 1) . 

0 
0.01 
0.02 
0.03 
0.04 
0.05 

X:E 

i-ii 
0:10 
0.15 
0.20 
0.25 
0.30 
0.35 
0.40 
0.45 
0.50 
0.55 
0.80 
0.65 
0.70 
0.75 
0.80 
0.85 

i-g 
1:QQ 

::: 

l-3 
1:a 
1.6 

::'8 

i:% 
. 

i@ 

Lr 

ecibels 

m 
L* 

ower ratio8 

1.0000 
1.0023 
1.0046 
1.0069 
l.OQQ3 
1.0116 
1.0139 
1.0162 
1.0186 
1.0209 
1.0233 
1.0351 
1.0471 
1.0593 
1.0715 
1.0839 
1.0965 
1.1092 
1.1220 
1.1350 
1.1462 
1.1614 
1.1749 
1.1885 
1.2023 
1.2162 
1.2303 
1.2445 
1.2589 
1.286 
1.318 
1.34B 
1.380 
1.413 
1.445 
1.479 
1.514 
1.549 
1.585 
I.622 

0.00 
0.67 
1.33 

Ki 
3136 
4.03 
4.70 
5.39 

iif 
10:2 
13.7 
17.2 
20.7 
24.3 
28.0 
31.7 
35.4 
39.2 
43.0 
46.8 
50.7 
54.7 
58.7 
62.7 
66.8 
70.9 
75.1 
83.5 
92.2 
01 

.:x 

.29 

.39 

.I9 

.59 

.70 

.80 

RF 
Lr 

ecibelz 
- 

2.2 
2.3 

t-5 
2:s 
2.7 
2.6 

t-i 
3:1 
3.2 
3.3 
3.4 
3.5 
3.6 
3.7 
3.8 
3.9 
4.0 
4.1 
4.2 
4.3 
4.4 
4.5 
4.6 
4.7 

i-88 
5:o 
5.1 

x-i 
5:4 
5.5 
5.6 
5.7 
5.8 
5.9 
6.0 
6.1 

1.660 
1.696 
1.736 
1.778 
1.820 
1.862 
1.905 
1.950 
1.995 
2.042 
2.089 
2.138 
2.166 
2.239 
2.291 
2.344 
2.399 
2.455 
2.512 
2.570 
2.630 
2.692 
2.754 
2.818 
2.884 
2.951 
3.020 
3.090 
3.162 
3.236 
3.311 
3.388 
3.467 
3.548 
3.631 
3.715 
3.802 
3.890 
3.981 
4.974 

191 
202 
214 
226 
238 
250 
262 
276 
289 
302 
316 
330 
345 
359 
374 
390 
406 
422 
436 
455 
473 
491 
509 
527 
546 
566 
586 
606 
627 
648 
670 
693 
715 
739 
763 
787 
613 
836 
864 
891 

6.2 
6.3 
6.4 
6.5 
6.6 
6.7 
6.6 
6.9 
7.0 
7.1 
7.2 
7.3 
7.4 
7.5 
7.6 
7.7 
7.8 
7.9 
8.0 
8.1 
8.2 
8.3 

t:3 
8.6 
8.7 
6.8 
8.9 
9.0 
9.1 

t-i 
9:4 
9.5 
9.6 
9.7 
9.8 
9.9 

10.0 

4.169 
4.266 
4.365 
4.467 
4.571 
4.677 
4.766 
4.898 
5.012 
5.129 
5.248 
5.370 
5.495 
5.623 
5.754 
5.888 
6.026 
6.166 
6.310 
6.457 
6.607 
6.761 
6.918 
7.079 
7.244 
7.413 
7.586 
7.762 
7.943 
8.128 
6.318 
8.511 
8.710 
6.913 
9.120 
9.333 
9.550 
‘9.772 

10.000 

919 
947 
976 

1005 
1036 
1066 
1098 
1130 
1163 
1197 
1232 
1267 
1304 
1341 
1379 
1418 
1458 
1498 
1540 
1563 
1626 
1671 
1716 
1763 
1811 
1860 
1910 
1961 
2013 
2067 
2122 
2176 
2236 
2295 
2355 
2417 
2480 
2544 
2610 

conversion relations: Txclvin = 273.16 + TCentJ r,dc = 255.36 + (5/Q) Thhrenhe,t 
290’ Kelvin = 16.84“ Centigrade = 62.32 Fahrenheit 

T, 
Tr(I) 
Kelvin 

iv 
L, 

ower ratioa 

TC 
T,(I) 
Kelvin I[ d 

m 
L* 

lecibele 

w 
L* 

lower ratios 

T. 
Tr(I) 
Kelvin 
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Table A3 
Radar Range Factors for System Power 

Change from 0 to 40 Decibels 
(in Steps of 0.1 Decibel) 

where R&, is the range factor, and 10  log P/P, is the powerchange Ln  
bels. pt is transmitter power, G antenna gam, A ~avelength,o brge,c:. 
section, L  loss factor, F  pattern-propagation factor. and Pr recetrad * 
pCWl2*.  

uer chances nreater +* Range factors for pen -. -. ~_~~ 0~ “ran 40 db can be  Q&M 
f* the table by the following procedure: (1) Subtract from the absolute ruIl 

the power change in db  the integral multiple of 40  which results b, I Doth 
remainder less than 40: (2) Look up  the raWge factor corres~~~ B. 
remainder; (3) Shift the decimal point one place for each 40  db  sub&.-. 
range increase,shift to the right, for decrease shift to the left. For, 
the range increase for a  power change of 41.3 db  is 15.22, and f a* aGIl* 152.2, because for 7.3 db  it is 1.522. The decrease factor for 47-a Q \ 
0.06569, and for 67.3 it is 0.006569. etc. 

The table is intended for use with an  equat ion of the type: 

P G’A’o F’ 
R = k +  [ 1  “’ 

= k PiA; i.e., R oc P”’ 
r 

where R is the radar range and P may be  regarded as an  equivalent system 
power variable. The table is based on  the relation: 

R/R, =  anti log $  (lOlog PIPJ] 
[ 

T 

hange 
?cibel 

t 

Range 
“CPf?ilSe 
Factor 

Iecimal 
Point 

,‘,, 
1  789 
1  799 
1  809 
1  819 
1  830 
1  841 
1851 
1  862 
I 873 

Range 1 ecrease 
Factor 

77  
;; . . --_ _  

%z 
5  591 
5  559 
5 527 
5 495 
5 464 
5 433 
5 401 
5 370 
5 340 

Power 
:hange 
‘ecibel: 

?  

I 11 
5 I 

Range 
wrease 
Factor 

334 
341 
349 
357 
365 
312 
360 
388 
396 
404 

-l- 
7 49s 
7 4% 
7 41: 
1371 
1321 
1282 
1244 
1203 
7 162 
7 12c 

35.0 10.0 
34.9 10.1 
34.8 10.2 
34.1 10.3 
34.6 10.4 
34.5 10.5 
34.4 10.6 
34.3 10.7 
34.2 10.8 
34.1 10.9 

30.0 15.0 2 371 
29.9 15.1 2 385 
29.8 15.2 2 399 
29.1 15.3 2 413 
29.6 15.4 2 421 
29.5 15.5 2 441 
29.4 15.6 2 455 
29.3 15.1 2 469 
29.2 15.8 2 483 
29.1 15.9 2 491 

413 
421 
429 
431 
445 
454 
462 
471 
479 
488 

108C 34.0 11.0 1  884 5 309 29.0 16.0 2 512 
7 03s 33.9 11.1 1  895 5 210 28.9 16.1 2 526 
6 996 33.8 11.2 1905 5 248 28.8 16.2 2 541 
6 9% 33.1 11.3 I 916 5 218 28.1 16.3 2 556 
6 91E 33.6 11.4 1  928 5 188 28.6 16.4 2 570 
6 87! 33.5 11.5 1  939 5 158 28.5 16.5 2 585 
6 831 33.4 11.6 1  950 5 129 28.4 16.6 2 600 
6 BOC 33.3 11.7 1961 5  099 28.3 16.7 2 615 
6 161 33.2 11.8 1  972 5 070 28.2 16.8 2 630 
6 72: 33.1 11.9 1  984 5 041 28.1 16.9 2 645 

496 
505 
514 
522 
531 
540 
549 
558 
567 
316 

6 68: 33.0 12.0 1  995 5 012 28.0 17.0 2 661 
6 64: 32.9 12.1 2 007 4 983 21.9 17.1 2 676 
6 60: 32.8 12.2 2 018 4 954 27.8 17.2 2 692 
6 561 32.1 12.3 2 030 4 926 21.7 11.3 2 707 
6 531 32.6 12.4 2 042 4 890 21.6 17.4 2 723 
6 49d 32.5 12.3 2 054 4 810 27.5 17.5 2 130 
6 457 32.4 12.6 2 065 4 842 27.4 17.6 2 754 
6 420 32.3 12.7 2 017 4 814 21.3 11.7 2 710 
6 383 32.2 12.8 2 089 4 786 21.2 17.8 2 186 
6 346 32.1 12.9 2 101 4 759 27.1 17.9 2 802 

585 6 310 32.0 13.0 2 113 4 132 27.0 18.0 2 818 
594 6 273 31.9 13.1 2 126 4 704 26.9 18.1 2 833 
603 6 231 31.8 13.2 2 138 4 671 26.8 18.2 2 a51 
612 6 202 31.7 13.3 2 150 4 650 26.7 18.3 2 867 
622 6 166 31.6 13.4 2 163 4624 26.6 18.4 2 884 
631 6 131 31.5 13.5 2 175 4 591 26.5 18.5 2 901 
841 6 095 31.4 13.6 2 188 4 571 26.4 18.6 2 817 
650 6 061 31.3 13.1 2 200 4 545 26.3 18.7 2 934 
660 6 026 31.2 13.8 2 213 4 519 26.2 18.8 2 951 
669 5 991 31.1 13.9 2 226 4 493 26.1 18.9 2 968 

679 
689 
698 
108 
718 
128 
738 
748 
758 
168 

5 957 
5 923 
5 808 
5 055 
5 821 
5 188 
5 754 
5 721 
5 089 
5 656 

-I- 

31.0 14.0 2 239 
30.9 14.1 2 252 
30.8 14.2 2 285 
30.1 14.3 2 278 
30.6 14.4 2 291 
30.5 14.5 2 304 
30.4 14.6 2 317 
30.3 14.7 2 331 
30.2 14.8 2 344 
30.1 14.0 2 358 

4 467 
4 441 
4 416 
4 390 
4 365 
4 340 
4315 
4 290 
4 266 
4 241 

-1- 
kCil%Il 
m  

26.0 19.0 
25.9 19.1 
25.8 19.2 
25.7 19.3 
25.6 19.4 
25.5 19.5 
25.4 19.6 
25.3 19.7 
25.2 19.8 
25.1 19.9 

I- 
)edmal 
1 Point 
Range 
?ClVSS.5 
Factor 

2 985 
3 003 
3 020 
3 037 
3 055 
3 073 
3 090 
3 108 
3 126 
3 144 
SJQL 

Range 
wrease 
?aCtor 
- 

* 
lectbel 
Power 
Jhange 

kClIWdl U-I In 
Range 
ecrease 
factor 

Range 
3lXC3S, 
‘actor 1 e ?OWe* 

hange 
ectbel 

i 

0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 
1.8 
1.9 
2.0 
2.1 
2.2 
2.3 
2.4 
2.5 
2.6 
2.7 
2.8 
2.9 

3.0 
3.1 
3.2 
3.3 
3.4 
3.5 
3.6 
3.7 
3.8 
3.9 

4.0 
4.1 
4.2 
4.3 
4.4 
4.5 
4.6 
4.1 
4.0 
4.9 

Range 
ncreas6 
Factor 

5G-G 
Point 

zz 
1  0058 
10116 
1  0174 
1  0233 
1  0292 
10351 
10411 
10471 
10532 
1  0593 
1  065 
1  072 
1  076 
1  064 
1  090 
i 096 
! 103 
1  109 
1  116 
I 122 
1  129 
1 135 
1 142 
1  148 
I 155 
1  161 
1  166 
1  175 
1  182 
1  189 
1  195 
1  202 
1  209 
1216 
1223 
1 230 
1237 
I245 
1 252 
1  259 
1268 
1274 
1281 
1 280 
1  296 
1303 
1311 
1316 
1326 

I- 

Beclma’ 
Potnt 

5% 
4 193 
4 169 
4 145 
4 121 
4 097 
4 074 
4 050 
4 027 
4 004 

3 981 
3 958 
3 936 
3 913 
3 890 

"3 "8:: 
3 824 

: %  

9 758 
9 131 
9 715 
3 694 
3 675 
3 652 
3 631 
3 810 
3 589 
3 569 

3 548 
3 518 
3 508 
3 487 
3 467 
3 441 
3 428 
9 406 
3 388 
3 S W  

3 350 
3 $50 
9 311 
s 181 
5 173 
s 255 
9 135 
a a17 
a IDO 
9  181 

411112 
sxinll 
Point 
Range 
TC**PII 
Factor 

I I 

5.0 
5.1 
5.2 
5.3 
5.4 

!:i 
5.7 
5.8 
5.9 

6.0 
6.1 
6.2 
6.3 
6.4 
6.3 
6.6 

3 
6.9 

7.0 
7.1 
7.2 
7.3 
1.4 
1.5 
7.6 
7.7 
7.8 
1.9 

8.0 
8.1 
8.2 
8.3 
a.4 

88:: 

ii2 
0:s 

9.0 
9.1 
9.a 

t: 
D:5 

2: 
9.6 
9.9 

C  

: 
1 
1  
I 
1  
1  
1  
1  
1  
i 
I 
1  
I 
1  
1  
1  

: 
1  
1  
1  
1  
1  
1  
1  
1  
1  
1  
1  
1  
1  
11  
I 
1  

:’ 
1  
1  
1  
1  
1  
1  
1  
1  
1  
1  
1  
1  

--k 

- 
15.0 
a4.s 
34.) 
14.1 
24.6 
24.5 
24.4 
14.3 
24.2 
24.1 

2 
ail 
Is.1 

ii*: 
23:4 
a.3 

ii:: 

23.0 
22.2 
22.1 
12.? 
II.5 
22.5 
21.4 
la.3 
22.1 
22.1 
22.0 
21.0 
21.8 

::*: 
11:s 
PI.4 
21.3 
11.1 
41.1 

iii 
roi 

ii:: 

2: 

ii:: 
PO.1 
a&L 

9  661 39.4 
9 605 39.3 
9 550 39.2 
9 495 39.1 

9 441 39.0 
9 386 38.9 
9 333 36.8 
9 279 38.7 
9 226 38.6 
9 173 38.5 
9 120 38.4 
9 068 38.3 
9 016 38.2 
8 964 38.1 

8 913 38.0 
8 861 37.9 
6 610 37.8 
8 760 37.7 
8 710 37.6 
0 630 37.5 
8 610 37.4 
a 561 37.3 
8 511 31.2 
8 463 37.1 

8414 37.0 
8 366 36.9 
0 318 36.8 
8 270 36.7 
8 222 36.6 
8 175 36.5 
8 128 36.4 
8 082 36.3 
8 035 36.2 
7 989 36.1 

7 043 36.0 
1898 35.0 
1652 35.6 
le.07 35.7 
7 763 35.6 
1718 35.5 
1674 35.4 

L 

? 630 35.3 
7 586 35.2 
7 542 35.1 

-I 
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: T a b l e  A 4  
Y  Ray  P a ths  Ca lcu la ted  fo r  P r o p o s e d  S ta n d a r d  M o d e l o f A tmosphe r i c  R e fractive In d e x  

( C R P L  E x p o n e n tia l  R e fe r e n c e  A tm o s p h e r e  fo r  Ns .=  3 1 3 )  

V a lues  o f r a n g e  in  n a u tica l  m iles, fo r  ray  o f speci f ied init ial e leva t ion  a n g l e , 

H e i g h t 
@ e t) 

1 ,0 0 0  
2 ,0 0 0  

I. 
i ~ ,O O O  

4 ,0 0 0  
5 ,0 0 0  
8 ,0 0 0  
7 ,0 0 0  
8 ,0 0 0  
9 ,0 0 0  

1 0 ,0 0 0  
20 ,000  

30 ,000  
-7  

40 ,000  

5 0 ,0 0 0  
6 0 ,0 0 0  

.- 7 0 ,0 0 0  
’ - 80 ,000  

90 ,000  

1 0 0 , 0 0 0  

L L  2 0 0 , 0 0 0  

3 0 0 , 0 0 0  

,’ roo ,ooo  

5 0 0 , 0 0 0  

soo ,ooo  

‘~ 0 0 ,000  
;zt.. 8 0 0 , ~ ~  

@ Jo,~o  
& o o ,o o ~  

a t se lec ted h e i g h ts 

_  Ini t ial  E levat ion A n g l e  ( d e g r e e s )  

0  

3 9 .8 0  
5 8 .2 0  
8 8 .7 3  
7 9 .2 5  
8 8 .4 9  
9 8 .8 2  

1 0 4 .4  
1 1 1 .5  
1 1 8 .1  
1 2 4 .4  
1 7 4 .1  
2 1 1 .3  
2 4 2 .2  
2 8 9 .2  
2 9 3 .3  
3 1 5 .3  
3 3 5 .8  
3 5 4 .7  
3 7 2 .8  
5 1 8 .1  
8 2 5 .5  
7 1 7 .7  
7 9 9 .0  
8 7 2 .8  
9 4 0 .8  

1 0 0 4  
1 0 8 4  
1 1 2 0  

0 .5  

1 5 .8 6  
2 8 .1 9  
3 8 .8 1  
4 7 .8 0  
5 8 .0 9  
8 3 .7 0  
7 0 .7 7  
7 7 .4 0  
8 3 .8 4  
8 9 .5 7  

1 3 7 .8  
1 7 4 .1  
2 0 4 .8  
2 3 1 .3  
2 5 5 .2  
2 7 7 .0  
2 9 7 .3  
3 1 8 .2  
3 3 4 .1  
4 7 7 .2  
5 8 8 .4  
8 7 8 .4  
7 5 9 .7  
8 3 3 .3  
9 0 1 .2  
9 6 4 .5  

1 0 2 4  
1 0 8 1  

1 .0  

8 .9 5 2  
1 7 .1 0  
2 4 .8 3  
3 1 .8 5  
3 8 .2 5  
4 4 .4 8  
5 0 .4 1  
5 8 .0 7  
8 1 .4 9  
8 8 .7 0  

1 1 0 .5  
1 4 5 .2  
1 7 4 .5  
2 6 0 .4  
2 2 3 .8  
2 4 5 .2  
2 8 5 .1  
2 8 3 .8  
3 0 1 .4  
4 4 3 .2  
5 5 1 .9  
8 4 3 .8  
7 2 4 .7  
7 9 8 .1  
8 8 5 .9  
9 2 9 .1  
9 8 8 .8  

1 0 4 5  

1 .5  

8 .1 3 ’7  
1 2 .0 0  
1 7 .8 1  
2 3 .0 1  
2 8 .2 1  
3 3 .2 2  
3 8 .0 7  
4 2 .7 7  
4 7 .3 3  
5 1 .7 8  
9 0 .5 9  

1 2 2 .8  
1 5 0 .4  
1 7 5 .1  
1 9 7 .8  
2 1 8 .4  
2 3 7 .8  
2 5 8 .0  
2 7 3 .3  
4 1 3 .1  
5 2 0 .9  
8 1 2 .1  
8 9 2 .8  
7 8 6 .0  
8 3 3 .5  
8 9 8 .8  
9 5 8 .1  

1 0 1 3  

2 .0  

4 .8 5 1  
9 .1 7 9  

1 3 .5 9  
1 7 .8 9  
2 2 .0 9  
2 8 .1 9  
3 0 .2 1  
3 4 .1 3  
3 7 .9 7  
4 1 .7 3  
7 5 .8 0  

1 0 5 .0  
1 3 0 .9  
1 5 4 .2  
1 7 5 .7  
1 9 5 .7  
!1 4 .4  
!3 2 .0  
!4 8 .8  
1 8 8 .0  
1 9 2 .8  
i83 .1  
i63 .2  
!3 6 .1  
1 0 3 .3  
1 8 8 .2  
j25 .5  
b 8 1 .8  

A  

2 .5  
-  

3 .7 4 0  
7 .4 1 4  

1 1 .0 3  
1 4 .5 8  
1 8 .0 7  
2 1 .5 1  
2 4 .8 9  
2 8 .2 2  
3 1 .5 0  
3 4 .7 3  
8 4 .8 7  
9 1 .1 5  

1 1 5 .1  
1 3 7 .0  
1 5 7 .3  
1 7 8 .3  
1 9 4 .3  
2 1 1 .3  
2 2 7 .5  
3 8 1 .5  
4 8 8 .8  
5 5 8 .2  
3 3 5 .7  
7 0 8 .1  
1 7 5 .0  
3 3 7 .8  
3 9 8 .8  
3 5 2 .7  

3 .0  
-  

3 .1 2 5  
8 .2 1 2  
9 .2 8 2  

1 2 .2 7  
1 5 .2 5  
1 8 .1 9  
2 1 .1 0  
2 3 .9 7  
2 8 .8 2  
2 9 .8 3  
5 8 .1 1  
8 0 .1 3  

1 0 2 .2  
1 2 2 .8  
1 4 1 .8  
1 5 9 .8  
1 7 8 .9  
1 9 3 .2  
2 0 8 .8  
3 3 9 .2  
4 4 2 .8  
5 3 1 .1  
8 1 0 .0  
6 8 1 .8 ’ 
7 4 8 .2  
8 1 0 .5  
8 8 9 .2  
9 2 5 .0  

3 .5  

2 .8 8 4  
5 .3 4 3  
7 .9 7 8  

1 0 .5 9  
1 3 .1 8  
1 5 .7 4  
1 8 .2 8  
2 0 .8 0  
2 3 .3 0  
2 5 .7 8  
4 9 .4 1  
7 1 .2 4  
9 1 .5 8  

1 1 0 .8  
1 2 8 .8  
1 4 5 .7  
1 8 1 .9  
1 7 7 .5  
1 9 2 .5  
j18 .9  
1 2 0 .4  
io7 .7  
i85 .7  
i58 .9  
f2 2 .9  
1 8 4 .7  
1 4 3 .1  
1 9 8 .8  

4 .0  

2 .3 5 1  
4 .8 8 f 
7 .0 0 4  
9 .3 o e  

1 1 .5 9  
1 3 .8 8  
1 8 .1 2  
1 8 .3 8  
2 0 .5 8  
2 2 .7 9  
4 4 .0 5  
8 3 .9 8  
8 2 .7 4  

1 0 0 .5  
1 1 7 .4  
1 3 3 .5  
1 4 8 .9  
1 6 3 .7  
1 7 8 .1  
to o .5  
1 9 9 .8  
1 8 5 .8  
i62.9  

i 33 .3  
1 9 8 .8  
‘8 0 .1  
1 1 8 .1  
1 7 3 .3  

. (Tab la  Con t i nue r )  
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Table A4 (Continued) 
Ray Paths Calculated for Proposed Standard Model of Atmospheric Refractive Index 

(CRPL Exponential Reference Atmosphere for N, = 313) 

Values of range in nautical miles, for ray of specified initial elevation angle, 
at selected heights 

Height Initial Elevation Angle (degrees) 

(feet) 4 . 5 5.0 8.0 7.0 8.0 9.0 10 15 20 

1,000 2.092 1.884 1.572 1.349 1.182 1.051 0.947 0.838 0.481 
2,090 4.172 3.780 3.139 2.895 2.381 2.101 1.893 1.271 0.982 
3,000 8.241 5.827 4.701 4.037 3.538 3.150 2.839 1.906 1.443 
4,000 8.298 7.488 8.259 5.377 4.714 4.197 3.783 2.541 1.924 
5,000 10.34 9.338 7.811 8.713 5.887 5.242 4.728 3.176 2.404 
6,000 12.38 11.18 9.358 8.047 7.058 8.288 5.687 3.810 2.885 
7,000 14.40 13.01 10.90 9.377 8.227 7.328 6.808 4.444 3.385 
8,000 16.41 14.84 12.44 10.70 9.393 8.389 7.548 5.077 3.845 
9,000 18.41 18.85 13.97 12.03 10.58 9.409 8.488 5.710 4.328 

10,000 20.40 18.48 15.50 13.35 11.72 10.45 9.424 8.343 4.805 
20,000 39.89 38.09 30.49 28.37 23.22 20.74 18.73 12.85 9.591 
30,000 57.97 52.93 45.00 39.07 34.50 30.87 27.92 18.93 14.37 
40,000 75.33 69.05 59.04 51.48 45.55 40.84 37.00 25.18 . 19.13 
50,000 91.89 84.52 72.64 83.54 58.39 50.85 45.95 31.36 23.88 
60,000 107.7 99.40 85.84 75.34 87.03 60.31 54.79 37.52 28.81 
70,000 122.9 113.8 98.87 86.87 77.46 89.82 83.51 43.85 33.32 
80,000 137.8 127.8 111.1 98.15 87.72 79.19 72.12 49.73 38.02 
90,000 ‘151.7 141.1 123.3 109.2 97.79 88.43 80.83 55.79 42.70 

100,000 165.3 154.1 135.2 120.0 107.7 97.53 89.04 61.80 47.37 ’ 
200,000 283.6 268.2 241.1 218.3 199.0 182.4 188.2 120.1 93.20 
300,000 ‘380.7 363.0 331.2 303.8 279.6 258.6 240.2 175.5 137.6 
400,000 465.3 446.1 411.0 380.1 352.7 328.4 308.8 228.4 180.8 
500,000 541.3 521.0 483.8 450.1 420.1 393.2 389.0 279.1 222.9 
600,000 611.0 589.8 550.8 515.1 483.1 454.0 427.7 328.0 283.9 
700,000 875.8 653.9 613.2 576.1 542.4 511.8 483.5 375.1 303.9 
800,000 736.7 714.2 672.3 633.9 598.7 566.4 536.7 420.8 343.1 
900,000 794.3 771.4 728.4 888.‘8 652.4 618.8 587.8 465.1 381.5 

l,OOO,OOO 849.1 825.8 782.0 741.4 703.9 869.1 837.0 508.2 419.1 

:. 
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Table A4 (Continued) 
Ray Paths Calculated for Proposed Standard Model of Atmospheric Refractive 

Index (CRPL Exponential Reference Atmosphere for N, = 313) 

Values of range in nautical miles, for ray of specified initial elevation 
angle, at selected heights 

I Initial Elevation Angle (degrees) 

1,000 0.389 
2,000 0.779 
3,000 1.168 

4,000 1.557 

5,000 1.946 

8,000 2.335 
7,000 2.724 

8,000 3.113 
9,000 3.502 

10,000 3.891 
20,000 7.775 
30,000 11.65 
40,000 15.52 
50,000 19.38 
80,000 23.24 
70,000 27.08 
80,000 30.92 
90,000 34.75 

100,000 38.57 
200,000 76.35 
300,000 113.4 
400,000 149.8 
500,000 185.5 
600,000 220.6 
~00,000 255.1 
800,000 289.2 
900,000 322.7 

r%,ooo 355.7 
L 

30 40 50 60 70 80 90 

0.329 
0.858 
0.987 
1.316 
1.845 
1.974 
2.303 
2.632 
2.981 
3.290 
8.576 
9.858 

13.14 
16.41 
19.68 
22.94 
26.20 
29.46 
32.71 
64.97 
98.82 

t28.3 

.59.3 

L90.0 

!20.4 
!50.4 
180.1 
109.5 

0.256 
0.512 
0.768 
1.024 
1.280 
1.538 
1.792 
2.048 
2.304 
2.560 
5.118 
7.675 

10.23 
12.78 
15.34 
17.89 
20.43 
22.98 
25.53 
50.89 
76.09 
.Ol.l 
.26.0 
.50.8 
.75.4 
.99.8 
124.1 
148.3 

0.215 
0.430 
0.844 
0.859 
1.074 
1.289 
1.504 
1.719 
1.933 
2.148 
4.296 
6.443 
8.589 

10.74 
12.88 
15.02 
17.17 
19.31 
21.45 
42.83 
64.15 
85.39 

106.6 
127.7 
148.7 
169.7 
190.7 
t11.5 

0.190 
0.380 
0.570 
0.780 
0.950 
1.140 
1.330 
1.520 
1.710 
1.900 
3.800 
5.700 
7.800 
9.499 

11.40 
13.30 
15.20 
17.09 
18.99 
37.95 
56.88 
75.79 
94.66 

113.5 
132.3 
151.1 
169.9 
188.8 

0.175 
0.35a 
0.525 
0.701 
0.876 
1.051 
1.226 
1.401 
1.576 
1.751 
3.503 
5.254 
7.005 
8.756 

10.51 
12.26 
14.01 
15.76 
17.51 
35.01 
52.50 
89.97 
87.44 
.04.9 
.22.3 
.39.8 
.57.2 
.74.8 

0.167 
0.334 
0.501 
0.669 
0.836 
1.003 

1.170 
1.337 
1.504 
1.671 
3.342 
5.013 
6.885 
8.356 

10.03 
11.70 
13.37 
15.04 
16.71 
33.42 
50.13 
66.83 
83.53 

100.2 
116.9 
133.6 
150.3 
187.0 

0.165 
0.329 
0.494 
0.658 
0.823 
0.987 
1.152 
1.317 
1.481 
1.646 
3.292 
4.937 
8.583 
8.229 
9.875 

11.52 
13.17 
14.81 
16.46 
32.92 
49.37 
65.83 
82.29 
98.75 
.15.2 
.31.7 
.48.1. 
.64.6 
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Fig. A2 - Visibility factor VO(5(j)db for PPI cathode-ray-tube display (applicable’to 
ktensity-modulated displays generally); based on Figs. 8.2 and 9.2 of Ref. 10 01 
FigS- 1 and 21 of Ref. 11, adjusted to 0.5 probability and extrapolated to Single- 
pulse detection, with slight revision of slopes at ends of curve. 
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‘k A4 - Detectability factor DSOCdbj’ , calculated signal-to-noise power ratio at input 
” Of bear-rectifier detector followed by pt erfect-mekory linear video integrator and 

’ bed-threshold-level automatic-decision device. 
:’ hd *everal values of false-alarm probability 

for 0.5 probability of detectior 
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Fig. A5 - Antenna noise temperature for typical conditions of cosmic, solar, atmospheric 
and ground noise. The dashed curves indicate the maximum and minimum levels of cosi 
mic and atmospheric noise likely to be observed. 
sumed level of ground-noise contribution (36.K). 

The horizontal dashed line is the as- 
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CALCULATED FOR ATMOSPHERIC 
REFRACTIVE INDEX MODEL : 
n(h) - I + .OOO313 e-.o43*5 h 

(h in thousonds of feet 1 

RADAR RANGE (NAUTICAL MILES) 

Fig. A12 - Radar range-height-angle chart calculated for an exponential model of the atmospheric refrac- 
tive index. (“Radar range” means “distance along the ray path.” Elevation angles are angles of rays with 
respect to hbrizontal at radar antenna.) 
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PULSE-RADAR RANGE-CALCULATION WORK SHEET 

For use with NRL Report 5868 

‘5: 
$T ; 

‘:-<,. 1. Compute system input noise temperature, t,, , followlng outline ln section (1) below. 
: 
.’ 2. Enter range factors known in other than decibel form in section (2) below, for reference. 
.> 

3. Enter logarithmic and decibel values in section (3) below, positive values tn plus column, negative in 

minus. (Example: If ~~fsc)(,,~) as given by Fig. Al or A2 is negative, then - Vofs,,j(dbj is positive, goes 

“9 , in plus column.) To convert range factors to decibel values, use Table A2. For I+,,, use Fig. A3. 

Radar antenna height: h = ft. Target elevation angle: 0 = ‘. (See Fig. A12). 
I 

(2) RANGE FACTORS (3) DECIBEL VALUES PLUS (+) MINUS (-) , (L) COMPUTATION OF rxr: 
P 

TN1 = T. + T,(I) + Lr T, 
t(W lo log p,(k.) 

~ T#.CC 10 1% 'p*ee . .* 

(a) For general range com- 
putation, .use Figure A5 for I “,’ 
T.. I 

I Gt(db) . 

%( db) . 

(b) ‘h find L,, given L,f,,), -050(‘q.1’) 
use first and second columns fx, 
of Table A2. 

TN,. ‘I( 

10 log OS0 

- 20 log f,, . 

- 10 Idg Txr 

4. Obtain column totals - 1 . . 
0 Gpposite A,, tn first col- 
lunn, read T, in third col. 

) 3 
- 6. Subtract to obtain net decibels- I+ * I- * 
T. 

I 

L* T 
7. In Table A3, find range ratio correspondtngto this 

r(I) net decibel value, taking its sign (*) into account. 

8db Lr 1, 
Multiply thls ratio by 100. This is no- 

I 

t. Tag 
8. Multiply IL, by the pattern-propagation factor. 
VI See Eqs. 27 - 44, and Figs. 8 - 12. 
R, x F = B’ I 

6. onthe appropriate curve of Figures A6 - All, determine the atmospheric-absorption 
bm factor, L ,fdbj, corresponding to R’ . This is ~.f~~)fr) 

16. InTable A3, find the range-decrease factor corresponding to L,(,,)(,), s1- 

*I* ‘ItRiplJr R’ by 6 r. This is a first approximation of the range, X1- 

u* K kr differs appreciably from R’ , ontbe appropriate curve of Figures A6 -All find 
tbamvalueof L l (dbj correqmding to or. This is L.(,+sjfajH- 

O* L In Table A3, find the range-increase factor corresponding to the differencebetweell 
j qfib)(l) Std L,(,,)(,). ‘IUS 1s 6,. I 

.ic MuUply R, by 6a. This is the radar range in nautical mlles, RsO 
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